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Abstract

A facial feature points tracking method is proposed by adding Lucas-Kanade optical flow
constraint on the face alignment algorithm, Active Appearance Model (AAM). The optical
flow considers the inter-frame correspondence and uses it to estimate AAM initial shape
more accurately with similarity preservation. Experiments show that the proposed method
can successfully track the frames that general AAM tracks failed. The method achieves
not only the accuracy but also the computation time improvement.
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1. Introduction

Through years of research, face recognition technology has made great strides and develop-
ment. With the demand for development of many applications, such as video surveillance,
video conferencing, information security and access control, the study based on videos has
been one of the most active points in face research areas [1]. At the same time, accurate
and quick face alignment is the foundation of face recognition, facial expression recognition
and 3D face modeling [2]. Both of them make face tracking and face alignment in video
sequences be an important problem that must be solved [3, 4].

Active appearance model (AAM) [5] is a fast and efficient method for face alignment in
still images. It can be used directly in video tracking by searching on each subsequent frame
with the initialization of the final result of the previous frame [6, 7]. However, this is only
suitable for small movement between frames because AAM is sensitive to the initial shape
and may easily be stuck in local minima due to its gradient decent optimization. To solve
the problem, in this paper, the Lucas-Kanade optical flow [8] is used to improve AAM’s
efficiency in video face tracking by considering the inter-frame correspondences and a robust
shape initialization method is proposed.

2. Active Appearance Model

AAM consists of two parts: AAM face modeling and AAM fitting. Face modeling
constructs the shape model and the appearance model. AAM fitting is the process of
finding the model parameters which best fit a given image.

The shape S of an AAM can be described by n feature points in the image:

S - ($17y1,1'27y27"’ 7x7’l7yn)T
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AAM allows linear shape variation. This means that the shape S can be expressed as a
base shape Sy plus a linear combination of k shape vectors {.S;}:

k
S(p) = So+ >_ piSi (1)
i=1
where (p1,p2,--- ,pr)’ are the shape parameters. The base shape Sy and the k shape vectors

{Si} are computed by applying Principal Component Analysis (PCA) to the training shapes
(from a hand labeled training set). The base shape Sy is the mean shape and the shape
vectors {S;} are the k eigenvectors corresponding to the k largest eigenvalues. Fig.1(a)
shows the mesh of the base shape.

The appearance of an AAM is defined within the mesh of the base shape Sy. Let My
denote the set of pixels x=(x,y)” that lie inside the mesh of Sy. The appearance of an
AAM is then an image A(x) defined over the pixels x € My. Similar to the shape S, the
appearance A(x) can be expressed as a base appearance Ag(x) plus a linear combination of
h appearance images {A;(x)}:

h
A(x) = Ao(x) + ) Nidi(x) Vx € Mo (2)
i=1

where the coefficients {\;} are the appearance parameters. The base appearance Ag(x)
and appearance images {A4;(x)} are computed by applying PCA to the shape-normalized
training images. Each training image is shape-normalized by warping the hand labeled
training shape onto the mesh of Sy. The base appearance Ay is the mean image and the
appearance images {4;} are the h eigenimages corresponding to the h largest eigenvalues.
Fig.1(b) shows the base appearance according to the base shape.

Fig. 1: The mesh of the base shape (a) and the base appearance (b)

To align the face shape on a given image I(x), AAM aims to find the optimal shape
parameters p and the optimal appearance parameters A to minimize the difference between
the image I(x) and the model appearance A(x). If x is a pixel in My, then the corresponding
pixel in the given image I is W(x; p). At pixel x the AAM has the appearance A(x) denoting
by (2). At pixel W(x; p) the given image I has the intensity I(W(x; p)). Then we can
define the difference as

h

Bp.X) = Y [ + M) — W ep))] 3)

xe Moy =1

The function W (x; p) is a piecewise affine warp defined by the pair of shapes Sy and S(p)

[9].
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The cost function (3) can be minimized by the inverse compositional algorithm, which is
well known as its efficiency [9].

3. Feature Points Tracking

Optical flow is a kind of real-time object tracking algorithm. It can be integrated with
other algorithms and used for face tracking and face recognition [10, 11]. In this paper, we
integrated the Lucas-Kanade optical flow with AAM for facial feature points tracking.

3.1 Lucas-Kanade Optical Flow

Given two neighboring frames I; 1, I, for a point p = (x,%)" in I;_1, if the optical flow
is d = (u,v)T, then the corresponding point in I; is p + d. Lucas-Kanade optical flow
aims to find the offset d to minimize the match error between the local appearances of two
corresponding points. That is, we can define a cost function upon N(p), the local area of p:

e(d)= > wx)(Lhx+d) — L-1(x)* (4)

xEN(p)

where w(x) is the weight function. Optimize (4) and we can get the solution:

d=G'H (5)

where G = Z UJ(X)VIt(VIt)T, H = Z U)(X)VItAI), Al = It—l - It, V.[t = %
xEN (p) XN (p) dx

Lucas-Kanade optical flow demands feature points with salient local appearances, or it
can not track accurately [12]. In this paper, Lucas-Kanade optical flow is used to track

some key points with salient local appearances on the face. The key points are then used
for constraining AAM shape initialization.

3.2 Inter-frame Correspondence

Human face can be broadly considered as a two-dimensional graphic which meets the
Similarity Transformation constraint.

ot ot oo gt
Let the current optical flow tracking set in frame ¢t be F! = ( f v tf z ’ tf ! ) , where
Y¢1:YpaHUp
[ > 3, the optical flow tracking set in frame t—1 be F*~!, then the Similarity Transformation
between the two frames is:

Ft=CF~'4+D (6)

a
b
The detail of computing C' and D can see Appendix B of [13].

—b \ . . . . t . .
where C' = < a ) is the scaling and rotation matrix, D = < tx ) is the translation.
y

3.3 Similarity Transformation Preservation
According to the similarity preservation of the same two frames, given the shape of frame

t—1, we can pre-estimate the shape of frame t by the Similarity Transformation parameters
C and D.
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t

- tn ), and the feature
y17y25" 5 Yn
points set in frame ¢ — 1 be S*~!, then with the similarity preservation, S* can be estimated
by parameters C' and D:

. . t mti7 x%a L,
Let the current feature points set in frame ¢ be S* =

S'=CS"'+D (7)

3.4 AAM Tracking with Optical Flow Constraint
The tracking algorithm:

1. Find the key points with salient local appearances for Lucas-Kanade optical flow in
the last frame, frame t — 1(t = 2), and get F'~L.

2. For frame ¢, compute the Lucas-Kanade optical flow tracking set F.
3. Compute the Similarity Transformation parameters C' and D.

4. According to the AAM tracking result S'~! of frame t — 1, estimate the current
corresponding set S? by parameters C' and D.

5. Let S* be the initial shape of AAM, use AAM to track the feature points S*.

6. Let t =t + 1, go to 2).

4. Experiments

Firstly, we do experiments on still images to study the impact of initial shape on AAM
fitting. Secondly, we do experiments on videos to verify the effectiveness of the proposed
tracking method.

4.1 Impact of The Initial Shape

The AAM model is constructed on IMM face database. The IMM database consists of
240 images of 40 people, exhibiting variations in pose, expression and lighting. Two sets of
images are used for testing, each with 40 images of 40 people. One is full frontal face, and
the other is profile face rotated 30 degrees to the person’s right.

The AAM search is initialized from a range of displacements (from -30 to +30 pixels) both
in x and y, and for each displacement the point-to-point errors are evaluated by comparing
the result with hand labeled ones. Some results are shown in Fig.2, Fig.3 and Fig.4. The
large displacement leads to bad results, especially in profile faces. If the displacement is
smaller than 10 pixels, the fitting result is good. If the displacement is larger than 10 pixels,
the fitting result may lead to local optimization or even be a mess.

4.2 Face Feature Points Tracking

We hand labeled ten images with different poses and expressions for one person to perform
the experiment. Each image is labeled with 58 feature points. The proposed method is
tested on recorded videos. And the similar experiment is taken with general AAM tracking,
by initializing with the final result of the previous frame. In the proposed method, 8 key
points with salient local appearances are selected for Lucas-Kanade optical flow tracking,
an example is shown in Fig.5. Then the optical flow tracking result is used for AAM shape
initialization. T'wo video frame sizes are tested: size 480 x 640 and size 240 x 320.

As the test video segments are not hand labeled, we just subjectively judge the tracking
is whether successful or not. The judgments are summarized in Table 1; the proposed
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Fig. 2: Frontal face, the initial shape (top), the result shape (bottom)
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Fig. 3: Profile face, the initial shape (top), the result shape (bottom)
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Fig. 4: Point-to-Point errors after search from displaced positions

method gives much more accurate, stable and robust results. Fig.6 shows some of the
tracking results, the proposed method can successfully track the frames that general AAM
tracks failed. The number of iterations of each frame is recorded during the process of
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tracking. Here we define the convergence rate as the average number of iterations of the
successfully tracked frames. And the comparison of convergence rate is shown in Fig.7;
the proposed method has a higher convergence efficiency compared with general AAM.
Although optical flow computation takes some time, the proposed method is faster than
general AAM tracking, owing to its better shape initialization. The average tracking time
is shown in the last column of Table 1.

Fig.5: Computed optical flow between frame 83 and 84

Table 1: Subjective Judgment of Tracking Results

P Numb ¢ Number of Rate of Mean
rame Method mber o failed failed tracking time
size frames

frames frames per frame

Proposed method 400 6 1.5% 234.47 ms

180 > 640 AAM 400 24 6%  304.11 ms
Proposed method 400 6 1.5% 43.23 ms

240> 320 AAM 400 22 55%  46.59 ms

L

Frame 80 Frame 103 Frame 293

Fig. 6: Tracking result comparison: general AAM (top), optical constraint AAM (bottom)
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Fig. 7: Comparison of convergence rate

5. Conclusions and Future Works

By adding Lucas-Kanade optical flow object tracking constraint, we have gotten a more
robust AAM-based facial feature points tracking method. The inadequacy is that the
transformation constraint is only with scale, translation and rotation in plane. In the future
we will think about the depth rotation constraint, and make the tracker more robustly track
profile views with large angles. The good tracked feature points can be used for virtual
mouse controlling, face recognition and 3D face modeling.
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