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Abstract In the local discriminant embedding (LDE)
framework, the neighbor and class of data points were used
to construct the graph embedding for classification problems.
From a high-dimensional to a low-dimensional subspace,
data points of the same class maintain their intrinsic neigh-
bor relations, whereas neighboring data points of different
classes no longer stick to one another. However, face images
are always affected by variations in illumination conditions
and different facial expressions in the real world. So, distant
data points are not deemphasized efficiently by LDE and
it may degrade the performance of classification. In order
to solve above problems, in this paper, we investigate the
fuzzy set theory and class mean of LDE, called fuzzy class
mean embedding (FCME), using the fuzzy k-nearest neigh-
bor (FKNN) and the class sample average to enhance its
discriminant power in their mapping into a low dimensional
space. In the proposed method, a membership degree matrix
is firstly calculated using FKNN, then the membership degree
and class mean are incorporated into the definition of the
Laplacian scatter matrix. The optimal projections of FCME
can be obtained by solving a generalized eigenfunction.
Experimental results on the Wine dataset, ORL, Yale, AR,
FERET face database and PolyU palmprint database show
the effectiveness of the proposed method.
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List of symbols

c The number of classes

x j
i The j th training sample in class i

y j
i The feature matrix of image matrix x j

i

l j
i The x j

i is labeled by some class label l j
i

X The set of the training samples
m The total number of training samples
mi The total number of training samples in class i
m̄i The class mean vector of training samples in class i
Gfuzzy The fuzzy intraclass neighborhood graphs
G ′

fuzzy The fuzzy interclass neighborhood graphs
W G

fuzzy The fuzzy intraclass weight

W G ′
fuzzy The fuzzy interclass weight

U G
i j The fuzzy intraclass membership matrix

U G ′
i j The fuzzy interclass membership matrix

DG The fuzzy intraclass diagonal matrix
DG ′

The fuzzy interclass diagonal matrix
l The number of training samples from each class
n Sample dimension
ni j The number of the neighbors
d The feature matrix dimension

1 Introduction

Feature extraction is an important research topic in com-
puter vision, machine learning and pattern recognition fields.
In the past several decades, many feature extraction methods
have been proposed, in which principal component analysis
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(PCA) [1] and linear discriminant analysis (LDA) [2] are two
of the most fundamental feature extraction and dimensional-
ity reduction methods. The optimal mapping of PCA is the
leading eigenvectors of the data’s total variance matrix asso-
ciated with the leading eigenvalues. Thus, PCA preserved the
total variance by maximizing the trace of feature variance,
but PCA cannot preserve local information (local relation-
ships within the data set) due to pursuing maximal variance.
LDA is used to find the optimal set of projection vectors
that maximize the determinant of the between-class scatter
matrix and at the same time minimizing the determinant of
the within-class scatter matrix [2]. In high-dimensional prob-
lems, like face recognition, the 2D face image matrices must
be previously transformed into 1D image vectors column by
column or row by row. However, concatenating 2D matrices
into 1D vector often leads to a high-dimensional vector space,
and the number of observations is small, usually tens or hun-
dreds of samples. An intrinsic limitation of traditional LDA
is that it fails to work when the within-class scatter matrix
becomes singular. This is known as the small sample size
(3S) problems, the undersampled or singularity problem. To
overcome these weaknesses of PCA and LDA, other feature
extraction approaches such as nullspace method [3], direct
linear discriminant analysis (DLDA) [4], complete linear dis-
criminant analysis (CLDA) [5], regularized linear discrimi-
nant analysis (RLDA) [6], independent component analysis
(ICA) [7], Kernel principal component analysis (KPCA) [8],
Kernel linear discriminant analysis (KLDA) [9] and Kernel
local discriminant embedding (KLDE) [14] have been pro-
posed.

However, PCA, LDA and their 2D versions fail to dis-
cover and preserve the local information on the manifold.
A number of linear dimensionality reduction techniques
have been developed to address this problem. Recently, He
et al. [10] proposed a linear method named locality preserv-
ing projections (LPP) for dimensionality reduction that can
preserve local relationships within the data set that lies on a
lower dimensional manifold. Other nonlinear methods, such
as isometric feature mapping (ISOMAP) [11], local linear
embedding (LLE) [12], and Laplacian Eigenmap [13], have
been proposed to find the intrinsic low-dimensional nonlinear
data structures hidden in observation space. However, current
manifold learning algorithms might be unsuitable for pattern
recognition tasks in that they concentrate on representing the
high-dimensional data with low-dimensional data instead of
classification or that they only considered the locality and
could not give a clear nonlinear map when applied to a new
sample, such as ISOMAP and LLE. More recently, local dis-
criminant embedding (LDE) [14] and marginal fisher analy-
sis (MFA) [15] were proposed to overcome the drawbacks of
LPP. LDE and MFA were developed by Chen et al., but the
underlying ideas of which are almost the same: the neighbor
and the class relations of data are utilized to construct the face

space (subspace of the image space). Compared with LDA,
MFA and LDE do not depend on the assumption that the data
of each class is Gaussian distributed. Recently, the sparse rep-
resentation-based classification (SRC) and its versions have
been successfully used in face recognition [24–26]. However,
these methods are very computationally expensive, and even
prohibitive.

In the real world, face images are always affected by
the variations in illumination conditions and different facial
expressions. Fuzzy sets [17] can efficiently manage the
vagueness and ambiguity of the face images being degraded
by poor illumination component. By taking advantage of
the technology of fuzzy sets, a number of studies have been
carried out for fuzzy image filtering, fuzzy image segmen-
tation, and fuzzy edge detection with an ultimate objec-
tive to cope with the factor of uncertainty being inherently
present in many problems of image processing and pattern
recognition [18,19,21]. Focusing on manifold learning and
pattern classification, LDE achieves good discriminating per-
formance by integrating the information of neighbor and
class relations between data points. LDE incorporates the
class information into the construction of embedding and
derives the embedding for nearest-neighbor classification in
a low-dimensional space, which learns the embedding for
the submanifold of each class by solving an optimization
problem. Nevertheless, distant points are not deemphasized
efficiently by LDE and it may degrade the performance of
classification.

To solve these problems, we investigate its extension and
the fuzzy set theory, called fuzzy class mean embedding
(FCME), using class mean of data points and the fuzzy
k-nearest neighbor (FKNN) to enhance its discriminant
power in their mapping into a low dimensional space. In
the proposed method, a membership degree matrix is cal-
culated using FKNN, then the membership degree is incor-
porated into the definition of the Laplacian scatter matrix.
Significantly differing from the existing graph-based algo-
rithms that two novel fuzzy neighbor graphs are constructed
in FCME, where it is important to maintain the original neigh-
bor relations for neighboring data points of the same class
and also crucial to keep away neighboring data points of dif-
ferent classes after the FCME. So, the class of a new test point
can be more reliably predicted by the nearest neighbor crite-
rion, owing to the locally discriminating nature. Through the
fuzzy neighbor graphs, FCME algorithm has lower sensitiv-
ities to the sample variations caused by varying illumination,
expression, viewing conditions and shapes.

The rest of the paper is structured as follows: in Sect. 2
we introduce LDE and FKNN. In Sect. 3, we propose the
idea and describe FCME in detail. In Sect. 4, experiments on
Wine database, ORL, Yale, AR, FERET face database and
PolyU palmprint database are presented to demonstrate the
effectiveness of FCME. Finally, we give concluding remarks.
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2 Outline of LDE and FKNN

Let us consider a set of m sample {x1, x2, . . . , xm} taking
values in an n-dimensional image space, and assume that
each image belongs to one of c classes. Let us also consider
a linear transformation mapping the original n-dimensional
space into an d-dimensional feature space, where n > d. The
new feature vectors yk ∈ Rd are defined by the following lin-
ear transformation:

yk = V Txk, k = 1, . . . , m (1)

where V ∈ Rn×d is a transformation matrix. The actual trans-
formation in PCA includes a centering prior to the linear
transform, where the data mean is subtracted.

The variables used in this paper are listed in list of sym-
bols.

2.1 Local discriminant embedding (LDE)

Local discriminant embedding is a supervised subspace
learning algorithm. In LDE class label li of xi (i = 1, . . . , m)

are used to determine a linear transformation matrix V such
that:

yi = V Txi (2)

The column vectors of V = [v1, v2, . . . , vd ] span a d-dimen-
sional subspace. The aim of LDE is, in the low subspace, to
keep neighboring points close if they have the same class
label, whereas to prevent points of other classes from enter-
ing the neighborhood.

Graph G and G ′ are undirected graphs over data points,
where G has edges between xi and x j if xi and x j belong to
the same class, and G ′ has edges xi and x j if they belong to
different classes, both in small neighborhoods. And W and
W ′ are the weights in G and G, respectively. Its objective is
to maximize the function:

JLDE(V ) =
∑

i, j

‖V Txi − V Tx j‖2w′
i j (3)

subject to
∑

i, j

‖V Txi − V Tx j‖2wi j = 1 (4)

where

w′
i j =

⎧
⎨

⎩

exp(−‖xi − x j‖2/t), if li �= l j and i ∈ N+
KC

( j)
or j ∈ N+

KC
(i)

0, else
(5)

wi j =
⎧
⎨

⎩

exp(−‖xi − x j‖2/t), if li = l j and i ∈ N+
K P

( j)
or j ∈ N+

K P
(i)

0, else
(6)

where N+
KC

(i) indicates the index set of the KC nearest neigh-

bors of the sample xi in the same class and N+
K P

( j) indicates
the index set of the K P nearest neighbors of the sample x j

in the different class. Of note, the affinity weights defined in
(5) and (6) are derived from the heat kernel. Heat kernel is
the fundamental solution to the heat equation on a particular
domain with appropriate boundary conditions.

Equations (3) and (4) can be solved by Lagrangian mul-
tiplier method. The optimization can be reduced to the
following generalized eigenvalue problem:

X (D′ − W ′)XTv = λX (D − W )XTv (7)

where the elements of the matrix W ′ are w′
i j , the elements

of the matrix W are wi j . The elements of diagonal matrices
D and D′ are defined as dii = ∑

j wi j and d ′
i i = ∑

j w′
i j ,

respectively.

2.2 Fuzzy K -nearest neighbor (FKNN)

In the real world, face images are always affected by
variations in illumination conditions and different facial
expressions. The fuzzy neighbor membership degree can effi-
ciently handle the vagueness and ambiguity of samples being
degraded by poor illumination, shape and facial expression
variations. In other words, the fuzzy neighbor membership
degree helps to pull the near neighbor samples in same class
nearer and nearer and repel the far neighbor samples of differ-
ent classes farther and farther. So, the novel fuzzy neighbor
graphs based on the fuzzy neighbor membership degree can
better characterize the compactness and separability.

How can we completely represent the distribution of these
samples and improve classification performance through
extracting discriminative information from these samples?
Obviously, fuzzy set theory is a good choice.

With FKNN algorithm, the computations of the member-
ship degree can be realized through a sequence of steps:
Step 1 Compute the Euclidean distance matrix between pairs
of feature vectors in training set.
Step 2 Set diagonal elements of this Euclidean distance
matrix to infinity.
Step 3 Sort the distance matrix (treat each of its columns
separately) in an ascending order. Collect the corresponding
class labels of the patterns located in the closest neighbor-
hood of the pattern under consideration (as we are concerned
with ‘k’ neighbors, this returns a list of ‘k’ integers).
Step 4 Compute the membership degree to class ‘i’ for j th
pattern using the expression proposed in the literature [20].
For instance, if there are ni j neighbors of the pattern that
belong to the same category, the membership grade is kept
close to 0.51. Otherwise, the membership grade is close to
0.49. The nearer the neighbors, the greater the weights.
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Fig. 1 The adjacency
relationships of the intrinsic and
penalty graphs for the local
discriminant embedding (LDE)
algorithm

Fig. 2 The adjacency
relationships of the intrinsic and
penalty graphs for the fuzzy
class mean embedding (FCME)
algorithm

ui j =

⎧
⎪⎪⎨

⎪⎪⎩

0.51+0.49 × (ni j/k) if i = the same as the
j th label of the pattern

0.49 × (ni j/k) if i �= the same as the
j th label of the pattern

(8)

In the above expression, ni j stands for the number of the
neighbors of the j th data (pattern) that belong to the i th class.
As usual, ui j satisfies two obvious properties:

c∑

i=1

ui j = 1 0 <

N∑

j=1

ui j < N (9)

Therefore, the fuzzy membership matrix U can be achieved
with the result of FKNN.

U = [ui j ], i = 1, 2, . . . c, j = 1, 2, . . . N (10)

3 The proposed FCME

Suppose there are c known pattern classes, w1, w2, . . . , wc,
where m is the total number of training samples, and mi is the
number of training samples in class i . In class i , the j th train-
ing sample is denoted by x j

i , the class mean vector of training
samples in class i is denoted by m̄i , which called class mean
vector. Taking into account the fuzzy membership degree,
the mean vector of each class is:

m̄i =
∑m

j=1 ui j x j
i∑m

j=1 ui j
(11)

For convenience of presentation, we first describe the steps
of the FCME algorithm, and then justify them in detail.
We have added c class mean vector m̄i , so there are c + m
data points {xi }m+c

i=1 are in �n , and each xi is labeled by
some class label li . We also write the data matrix as X =
[x1x2 · · · xm xm+1 · · · xm+c] ∈ Rn . Figures 1 and 2 show the
adjacency relationships of the intrinsic and penalty graphs,
which respectively represent the LDE algorithm and the
FCME algorithm. Studying the intrinsic and penalty graphs
of LDE and FCME algorithm, we discover FCME graphs
to be joined class mean vector m̄i based on LDE graphs. In
FCME graphs, each data points revolves around the class
mean in same class, which causes more compact in the high
dimension space and the data points tend the manifold dis-
tribution in the high dimensional space.

To solve these problems, we investigate its extension and
the fuzzy set theory, called FCME, using class mean of data
points and the FKNN to enhance its discriminant power in
their mapping into a low dimensional space. Then, the pro-
posed FCME can be realized by the following four steps.

Then, the proposed FCME can be realized by the follow-
ing four steps.

1. Construct fuzzy neighborhood graphs Let Gfuzzy and
G ′

fuzzy denote two (undirected) graphs both over all data
points. To construct Gfuzzy,
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Gfuzzy : if

⎧
⎨

⎩

li = l j

(i, j) ∈ mi

i ∈ N+
KC

( j) or j ∈ N+
KC

(i)

⎫
⎬

⎭ (12)

For G ′
fuzzy,

G ′
fuzzy : if

⎧
⎨

⎩

li �= l j

(i, j) /∈ mi

i ∈ N+
K P

( j) or j ∈ N+
K P

(i)

⎫
⎬

⎭ (13)

where N+
KC

(i) indicates the index set of the KC nearest

neighbors of the sample xi in the same class and N+
K P

( j)
indicates the index set of the K P nearest neighbors of
the sample x j in the different class.

2. Constructing the intraclass compactness and separability
fuzzy Gfuzzy:

uG
i j =

{
0.51 + 0.49 × (ni j/KC )

0.49 × (ni j/KC )
(14)

G ′
fuzzy :

uG ′
i j =

{
0.51 + 0.49 × (ni j/K P )

0.49 × (ni j/K P )
(15)

3. Compute affinity fuzzy weights Specify the affinity matrix
W G

fuzzy of Gfuzzy,

W G
i j = U G

i j Gfuzzy

=
{

uG
i j exp(−‖xi − x j‖2/t), i ∈ N+

KC
( j)

0, else
(16)

The other affinity matrix W G ′
fuzzy of G ′

fuzzy can be com-
puted in the same way. In the proposed method, a mem-
bership degree matrix is calculated using FKNN, then the
membership degree is incorporated into the definition of
the Laplacian affinity matrix W and W ′ to get the fuzzy
Laplacian affinity matrix W G

fuzzy and W G ′
fuzzy, respectively.

Significantly differing from the existing graph-based
algorithms that two novel fuzzy affinity matrix are con-
structed in FCME, where it is important to maintain the
original neighbor relations for neighboring data points
of the same class and also crucial to keep away neigh-
boring data points of different classes than the Laplacian
affinity matrix W and W ′ of LDE.

4. Complete the embedding Find the generalized eigenvec-
tors v1, v2, . . . , vd that correspond to the d largest eigen-
values in

X (DG ′ − W G ′
)XTv = λX (DG − W G)XTv (17)

where DG and DG ′
are diagonal matrices with diagonal

elements

{
dG

ii
= ∑

j wG
i j

dG ′
i i

= ∑
j wG ′

i j
(18)

The embedding of xi is accomplished by

yi = V T xi (i = 1, 2, . . . , m). (19)

where V = [v1, v2, . . . , vd ].

After the training by FCME, feature matrix of each image
and a transformation matrix is obtained. Then a one-nearest
neighbor classifier is used for classification.

Given two images x1, x2 represented by FCME feature
vectors y1 = (y1

1 , y2
1 , . . . , yd

1 ) and y2 = (y1
2 , y2

2 , . . . , yd
2 ),

then the dissimilarity d(y1, y2) is defined as:

d(y1, y2) =
d∑

k=1

‖yk
1 − yk

2‖ (20)

If the feature matrices of training images are y1, y2, . . . , ym ,
and each image is assigned to a class wi . Then for a given
test image y, if d(y, yl) = min

j
d(y, y j ) and yl ∈ wi , the

resulting decision is y ∈ wi .

4 Experiments and results

To evaluate the proposed FCME algorithm, we systemati-
cally compare it with the PCA, LDA, Fuzzy fisherface, LDE
and KLDE algorithm on Wine database, ORL, Yale, AR,
FERET face database and PolyU palmprint database. The
Wine database was showed the effectiveness of FCME in
constructing the two novel fuzzy graphs. The ORL data-
base was used to evaluate the performance of FCME under
conditions where the pose and sample size are varied. The
Yale database was used to examine the system performance
when both facial expressions and illumination are varied.
The AR database was employed to test the performance of
the system under conditions where there is a variation over
time, facial expressions, and lighting conditions. The FERET
face database was involved variations in facial expression,
illumination and pose. The PolyU palmprint database was
employed to test the performance of the system under condi-
tions where there is a variation over time. In our experiments,
we varied intraclass nearest neighbors KC = l −1 (l is train-
ing images from each class), where within-class samples are
well clustered in the observation space [23]. Euclidean dis-
tance and nearest neighborhood classifier are used in all the
experiments.

4.1 Experiment on the WINE dataset
from UCI: a toy example

Now we use Wine database, a real-life dataset from the UCI
machine learning repository (http://archive.ics.uci.edu/ml),
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PCA (accuracy: 73.54%)  LDA (accuracy: 84.36%) 

Fuzzy fisherface (accuracy: 85.60%) LDE (accuracy: 88.21%) 

KLDE (accuracy: 91.73%) FCME (accuracy: 95.85%) 

(c)

(e) (f)

(d)

(b)(a)

Fig. 3 The points projected onto the 2D subspace learned by six methods and the corresponding recognition rate (shown in parentheses)

to show the effectiveness of FCME in constructing the two
novel fuzzy graphs. Wine database consists of 178 samples
of 3 classes. Every sample has 13 features. We select 48
samples per class in our experiments. Then first 8 out of 48

samples per class are selected for training. Here, we apply
PCA, LDA, Fuzzy fisherface, LDE, KLDE and the proposed
FCME for feature extraction. All the samples are projected
onto the 2D subspace, which are shown in Fig. 3, respectively.
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Fig. 4 Sample images of one person in the ORL face database

Fig. 5 The performances of LDE, KLDE and FCME are illustrated
with the increase of K P on the validation set of the ORL face database

According to the result shown in Fig. 3, the data points
projected onto the 2D subspace learned by the proposed
algorithm are clearly separated when compared with those
of PCA, LDA, Fuzzy fisherface, LDE and KLDE. This indi-
cates that FCME captures a more reasonable structure of the
data.

4.2 Experiment on the face databases

The ORL database (http://www.uk.research.att.com/
facedatabase.html) is used to evaluate the performance
of FCME under conditions where the pose, face expression
and sample size vary. The ORL face database contains
images from 40 individuals, each providing 10 different
images. The facial expressions and facial details (glasses
or no glasses) also vary. The images were taken with a

tolerance for some tilting and rotation of the face of up to
20◦. Moreover, there is also some variation in the scale of
up to about 10%. All images normalized to a resolution of
56 × 46. Figure 4 shows sample images of one person from
ORL face database.

In our experiment, the first four samples of each class are
used to compose the training set, the second three samples
of each class compose the validation set, and the remain-
ing three samples form the test set. In the PCA phase of
LDA, Fuzzy fisherface, LDE, KLDE and FCME, we keep
90% image energy. In this experiment, we varied intraclass
nearest neighbor parameter KC = 3 and interclass nearest
neighbor parameter K P from 2 to 30 with an interval of 2,
and the dimension of the extracted features vary from 2 to
50 with an interval of 2. The performances of LDE, KLDE
and FCME are illustrated with the increase of K P on the
validation set in Fig. 5. It appears that FCME consistently
outperforms LDE and KLDE. From these results, we choose
the optimal parameter K P = 6 for LDE, K P = 10 for KLDE
and K P = 4 for FCME.

The Yale face database (http://www.cvc.yale.edu/
projects/yalefaces/yalefaces.html) contains 165 images of
15 individuals (each person providing 11 different images)
under various facial expressions and lighting conditions.
In our experiments, each image was manually cropped and
resized to 100 × 80 pixels. Figure 6 shows sample images
of one person. For computational effectiveness, we down
sample it to 50 × 40 in this experiment. In the PCA phase of
LDA, Fuzzy fisherface, LDE, KLDE and FCME, we keep
90% image energy.

In our experiment, the first three samples of each class are
used to compose the training set, the second four samples
of each class compose the validation set, and the remaining

Fig. 6 Sample images of one
person in the Yale database
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Fig. 7 The performances of LDE, KLDE and FCME are illustrated
with the increase of K P on the validation set of the Yale face database

four samples form the test set. In the PCA phase of LDA,
Fuzzy fisherface, LDE, KLDE and FCME, we keep 90%
image energy. In this experiment, we varied intraclass nearest
neighbor parameter KC = 2 and interclass nearest neighbor
parameter K P from 2 to 30 with an interval of 2, and the
dimension of the extracted features vary from 2 to 50 with an
interval of 2. The performances of LDE, KLDE and FCME
are illustrated with the increase of K P on the validation set in
Fig. 7. It appears FCME that consistently outperforms LDE
and KLDE. From these results, we choose the optimal param-
eter K P = 4 for LDE, K P = 16 for KLDE and K P = 8 for
FCME.

The AR face database (http://cobweb.ecn.purdue.edu/
~aleix/aleix_face_DB.html) contains over 4,000 color face
images of 126 people (70 men and 56 women), including
frontal views of faces with different facial expressions, light-
ing conditions, and occlusions. The pictures of 120 individ-
uals (65 men and 55 women) were taken in two sessions
(separated by two weeks) and each section contains 13 color
images. The face portion of each image is manually cropped

Fig. 9 The performances of LDE, KLDE and FCME are illustrated
with the increase of K P on the validation set of the AR face database

and then normalized to 50×40 pixels. The sample images of
one person are shown in Fig. 8. These images vary as follows:
(1) neutral expression, (2) smiling, (3) angry, (4) screaming,
(5) left light on, (6) right light on, (7) all sides light on,
(8) wearing sum glasses, (9) wearing sun glasses and
left light on and (10) wearing sun glasses and right light
on.

In our experiment, the first six samples of each class are
used to compose the training set, the second seven samples
of each class compose the validation set, and the remain-
ing seven samples form the test set. In the PCA phase of
LDA, Fuzzy fisherface, LDE, KLDE and FCME, we keep
90% image energy. The dimension steps are set to be five in
final low-dimensional subspaces obtained by the six meth-
ods. In this experiment, we varied intraclass nearest neigh-
bors parameter KC = 5 and interclass nearest neighbors
parameter K P from 5 to 80 with an interval of 5, and the
dimension of the extracted features vary from 5 to 150 with
an interval of 5. Figure 9 shows the performances of LDE,
KLDE and FCME are illustrated with the increase of K P on

Fig. 8 Sample images of one subject of the AR database. The first line and the second line images were taken in different time (separated by
2 weeks)
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Fig. 10 Samples of the cropped
images from FERET database

Fig. 11 The performances of LDE, KLDE and FCME are illustrated
with the increase of K P on the validation set of the FERET face database

the validation set. It appears FCME that consistently outper-
forms LDE and KLDE. From these results, we choose the
optimal parameter K P = 40 for LDE, K P = 40 for KLDE
and K P = 20 for FCME.

The FERET database (http://www.frvt.org/FERET/
default.htm) includes 1,400 images of 200 distinct subjects,
each subject has 7 images. The subset involves variations in
facial expression, illumination and pose. In our experiment,
the facial portion of each original image is cropped automat-
ically based on the location of eyes and resized to 40 × 40
pixels. Some facial portion images of one person are shown
in Fig. 10.

In our experiment, the first three samples of each class are
used to compose the training set, the second two samples of
each class compose the validation set, and the remaining two
samples form the test set. In the PCA phase of LDA, Fuzzy
fisherface, LDE, KLDE and FCME, we keep 90% image
energy. The dimension steps are set to be five in final low-
dimensional subspaces obtained by the five methods. In this
experiment, we varied intraclass nearest neighbors parame-
ter KC = 2 and interclass nearest neighbors parameter K P

from 5 to 80 with an interval of 5, and the dimension of the
extracted features vary from 5 to 150 with an interval of 5. The
performances of LDE, KLDE and FCME are illustrated with
the increase of K P on the validation set in Fig. 11. It appears
FCME that consistently outperforms LDE and KLDE. From
these results, we choose the optimal parameter K P = 40 for
LDE, K P = 30 for KLDE and K P = 50 for FCME.

Table 1 The recognition rates (%) of the three different methods on
the test set of the ORL, Yale, AR and FERET face database

Databases Method LDE KLDE FCME

ORL Recognition rates (%) 91. 65 93.20 96.15

Dim (24) (26) (28)

Yale Recognition rates (%) 88.95 90.70 94.25

Dim (16) (18) (14)

AR Recognition rates (%) 96.50 97.69 98.65

Dim (90) (110) (60)

FERET Recognition rates (%) 65.36 72.80 75.18

Dim (50) (50) (45)

In the first experiment, we obtain the recognition results
of three methods on the test set based on these parameters,
as listed in Table 1. Table 1 shows us that FCME performs
better than LDE and KLDE.

In the second experiment, for further evaluating the per-
formance of the proposed method, we randomly selected
4, 6, 5, 6 samples on the ORL, Yale, AR, FERET database
from each class for training, while the remaining 6, 5, 15, 1
samples are used for testing, respectively. We run the system
50 times and obtain 50 different training and testing sample
sets for performance evaluation on the ORL and Yale data-
base. And we run the system ten times and obtain ten different
training and testing sample sets for performance evaluation
on the AR and FERET database. Based on the optimal param-
eters we obtain on the validation set in the foregoing experi-
ment, we perform PCA, LDA, Fuzzy fisherface, LDE, KLDE
and FCME. The maximal average recognition rates (%) and
the corresponding dimensions (shown in parentheses) across
50 tests are listed in Table 2.

By comparing the recognition results in the columns of
Table 2, we find that for all of the six feature extraction
methods, the FCME achieves the better results than the other
methods.

Figures 12, 13, 14 and 15 showed the variation of accu-
racy along different number of eigenvectors used and the
recognition accuracy when the four, six, five, six samples
per class are randomly selected for training set on the ORL,
Yale, AR, FERET database. From four figures, we can see
that FCME performs always better than the other three meth-
ods. The figures also demonstrate that the performance of
the proposed method outperforms the other methods under
the same condition, and it further shows that the proposed
method can extract more discriminative features than the
other methods.
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Table 2 The maximal average recognition rates (%) of PCA, LDA, Fuzzy fisherface, LDE, KLDE and FCME and the corresponding dimensions
(shown in parentheses) on the ORL, Yale, AR and FERET face database

Databases Method PCA LDA Fuzzy LDE KLDE FCME
fisherface

ORL Recognition rates (%) 82.27 85.09 88.31 89.56 91.69 95.13

Dim (46) (38) (40) (36) (38) (24)

Yale Recognition rates (%) 87.01 89.36 92.35 93.95 95.26 97.92

Dim (46) (14) (16) (20) (20) (20)

AR Recognition rates (%) 79.84 87.45 87.62 91.86 92.65 96.71

Dim (150) (115) (125) (85) (80) (75)

FERET Recognition rates (%) 61.80 85.95 86.50 87.45 95.85 98.80

Dim (150) (45) (80) (40) (40) (35)

Fig. 12 The average recognition rates (%) of PCA, LDA, Fuzzy fish-
erface, LDE, KLDE and FCME versus the dimensions when the four
images per class were randomly selected for training on the ORL face
database

Fig. 13 The average recognition rates (%) of PCA, LDA, Fuzzy fish-
erface, LDE, KLDE and FCME versus the dimensions when the six
images per class were randomly selected for training on the Yale face
database

Fig. 14 The average recognition rates (%) of PCA, LDA, Fuzzy fish-
erface, LDE, KLDE and FCME versus the dimensions when the five
images per class were randomly selected for training on the AR face
database

Fig. 15 The average recognition rates (%) of PCA, LDA, LDE and
FCME versus the dimensions when the six images per class were
randomly selected for training and the remaining one images per class
for testing on the FERET face database
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Fig. 16 Samples of the
cropped images in the PolyU
Palmprint database

Table 3 The maximal recognition rates (%) of PCA, LDA, Fuzzy fish-
erface, LDE, KLDE and FCME on the PolyU palmprint database and
the corresponding dimensions when the first 300 samples are used for
training and the remaining for test

Method PCA LDA Fuzzy
fisherface

LDE KLDE FCME

Recognition
rates (%)

87.73 89.33 92.67 94.67 96.55 99.67

Dim (125) (140) (90) (95) (90) (45)

4.3 Experiment on the PolyU Palmprint database

The PolyU palmprint database contains 600 gray-scale
images of 100 different palms with 6 samples for each
palm (http://www4.comp.polyu.edu.hk/~biometrics/). Six
samples from each of these palms were collected in two ses-
sions, where the first three were captured in the first session
and the other three in the second session. The average interval
between the first and the second sessions is 2 months. In our
experiments, the central part of each original image was auto-
matically cropped using the algorithm mentioned in [22]. The
cropped images were resized to 64 × 64 pixels and prepro-
cessed using histogram equalization. Figure 16 shows some
sample images of two palms. The maximal recognition rates
of each method and the corresponding dimension are given
in Table 3. As it is shown in Table 3, the top average rec-
ognition rate of FCME is significantly higher than the other
methods.

According to the protocol of this database, the palmprint
images are divided into 2 groups: 1 group is made up of 3
images of every palm from one session for a total of 300
images; the other group is made up of three images of every

Fig. 17 The recognition rates (%) of PCA, LDA, Fuzzy fisherface,
LDE, KLDE and FCME versus the dimensions when the first 300
images were used for training on the PolyU palmprint database. The
dimension here is the number of eigenvectors

palm from the other session for a total of 300 images. Thus,
for each palm class, there are three training samples and three
test samples.

Seen from the Fig. 17, the FCME obtained the best recog-
nition rates in a very low-dimension space. This experiment
might imply that our method is more suitable for Palmprint
recognition.

4.4 Overall observations and discussions

According to the experiments performed on the three face
databases, the following conclusions can also be drawn:
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• Differing from PCA, LDA and Fuzzy fisherface which
attempt to preserve the global Euclidean structure, LDE,
KLDE and FCME aim to discover the local geometric
structure. Local structure based manifold learning algo-
rithms are superior to the methods based on global struc-
ture.

• A common property of LDE, KLDE and FCME is that
they both aim to discover the local geometric structure.
But the recognition rates of FCME are significant higher
than that of LDE and KLDE.

• FCME consistently outperforms PCA, LDA, Fuzzy fish-
erface, LDE and KLDE in spite of the variation of dimen-
sions, which are shown in Tables 1 and 2.

• The average recognition rates (%) of FCME versus the
dimensions is always higher than others five methods,
which are shown in Figs. 12, 13, 14, 15 and 17.

5 Conclusion

In pattern recognition, feature extraction techniques are
widely employed to reduce the dimensionality of data and
to enhance the discriminatory information. In this paper,
we develop a supervised discriminant technique, called
FCME, using the FKNN to enhance its discriminant power
in their mapping into a low dimensional space. Based on the
class information, our approach achieves good accuracy by
realigning the submanifolds and rectifying the neighbor rela-
tions in the embedding space. In FCME, two fuzzy graphs
are constructed to characterize the within-class compact-
ness and the between-class separability, where it is important
to maintain the original neighbor relations for neighboring
data points of the same class and also crucial to keep away
neighboring data points of different classes after the FCME.
Experimental results show that FCME can capture a more
reasonable structure of the data on the Wine database and out-
performs other methods on the ORL, Yale, AR, FERET face
database and PolyU palmprint database, respectively. The
proposed method also discovers the local geometric struc-
ture which can reduce the sensitivity of the method to sub-
stantial variants between face images caused by large pose,
expression or illumination variations.
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