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Abstract. Active Learning is a machine learning technique that selects
the most informative examples for labeling so that the classification per-
formance would be improved to its maximum possibility. In this paper,
a novel active learning approach based on Maximum Density and Mini-
mum Redundancy (MDMR) is proposed. The objective of MDMR is to
select a set of examples that have large density and small redundancy
with others. Firstly, we propose new methods to measure the density
and redundancy of examples. Then a model is built to select examples
by combining density and redundancy and dynamic programming algo-
rithm is applied to solve the problem. The results of the experiment on
terrain classification have demonstrated the effectiveness of the proposed
approach.
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1 Introduction

In many real-world applications, there are large numbers of unlabeled data while
the labels are expensive and difficult to get. And much redundant data, which
slows down the training process without improving the classification result, also
exist in the training set. Active learning [1] was proposed to select the most
informative examples for labeling and training a classifier, thus the labels of
testing examples can be predicted most precisely. The kernel problem of active
learning is how to measure the value of each example and how to select the most
informative examples from the unlabeled data set.

There are many criteria in active learning for examples selection. Uncertainty
sampling is one of the most widely used criterion that queries the examples whose
labels are most uncertain under the current trained classifier. The most popular
uncertainty sampling is SVMactive [2], which selects the examples nearest to the
current decision boundary. Other criteria like variance reduction [3], density [4],
and diversity [5] also have been widely applied to active learning.

Optimum Experimental Design (OED) [6], which refers to the problem of
selecting examples for labeling in statistics, has attracted an increasing amount
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of attention [7] [8]. The example x is referred to as experiment and its label y is
referred to as measurement. OED tries to select examples so that the variances
of a parameterized model are minimized. OED has two types of criteria. One is
D, A, and E-Optimal Design that choose data points to minimize the variance
of the model’s parameters. The other is I and G-optimal Design that minimize
the variance of the prediction value.

Active learning based on OED selects the most informative points while it is
unable to exploit the redundancy between selected points. In this paper, we pro-
posed an active learning algorithm called MDMR to select a set of points with
maximum density and minimum redundancy. By combining examples’ density
and redundancy, every selected example is informative and the redundancy be-
tween selected examples are small.

The rest of this paper is organized as follows: In Section 2, we elaborate
the proposed active learning approach MDMR. The experimental settings and
results are presented in Section 3. Finally, we discuss the conclusion and future
work in Section 4.

2 Active Learning with Maximum Density and Minimum
Redundancy

The general problem of active learning can be described as follows. Given a set of
points X = {x1,x2, ...,xn}, where each xi is an instance of d-dimensional vector,
find a subset Z = {zs1 , zs2 , ..., zsk} ⊆ X , which contains the most informative
points. In other words, if the points zsi(i = 1, 2, ..., k) are labeled and used as
training data, the labels of testing data can be predicted most precisely.

In this section, a novel active learning algorithm is proposed to select examples
by considering examples’ density and redundancy.

2.1 Density and Redundancy

Information density is an important criterion for active learning since examples
in dense regions are expected to be representative and informative. Thus we
aim to select a set of examples that have large density. Firstly, we use Gaussian
kernel to construct a complete graph with all unlabeled examples. The weight
Wij between xi and xj is defined as

Wij = exp(−‖xi − xj‖2
2σ2

) (1)

where σ is the parameter of gaussian kernel. As shown in (1), Wij is large if xi

and xj are very close to each other. The large weight Wij means xi and xj are
highly connected, or they have large similarity.

For an example in dense region, it should be very close to its neighbors,
which means the weight between the example and its neighbors should be large.
Therefore, the average weight between an example and its p-nearest neighbors



Active Learning with Maximum Density and Minimum Redundancy 105

is able to measure the density of the example. The density of xi is defined as
follows:

den(xi) =
1

p

∑

xj∈Np(xi)

Wij (2)

Where Np(xi) is the p-nearest neighbors of xi.
Density-based active learning is able to select the most representative exam-

ples, but it is unable to exploit the redundancy between the selected examples.
In other words, some selected examples may have similar information. Hence
each example has maximum information can’t guarantee the global information
is maximum. Here we exploit the redundancy among the selected examples.

The examples have large weight are usually highly connected to each other.
They probably have more redundant information than the examples whose weight
is small. So the selected examples are required to have small weight with each
other. Here, the maximum weight between an example and other selected exam-
ples are used to measure the redundancy of the example. If the maximum weight
is very small, the example has little redundancy with other selected examples.

Suppose we have selected a set of k examples Zk = {xs1 ,xs2 , ...,xsk} from X .
The redundancy between example xsi (i > k) and Zk can be described as follows:

red(xsi , Zk) = max
1≤j≤k
j �=i

Wsisj (3)

2.2 The Proposed Approach

In this work, we aim to select k examples (Z) with maximum density and mini-
mum redundancy from X . Suppose Zk is an arbitrary subset of X that contains
k examples and Zk = {xs1 ,xs2 , ...,xsk}. The final selected k examples Z can be
obtained by solving the following problem:

Z = argmax
Zk⊆X

k∑

i=1

(den(xsi)− λ red(xsi , Zk)) (4)

where λ is the tradeoff parameter that can determine the importance of density
and redundancy.

Unfortunately, the optimization problem (4) is a highly complicated problem.
To get the optimal subset Z, we would have to search over all possible sets to
determine the unique optimal Z. It is impossible to finish in short time with the
number of examples increased.

However, it should be noted that den(xsi) is only dependent on si while
red(xsi , Zk) is related with {xs1 ,xs2 , ...,xsk}. SupposeXu = {x1,x2, ...,xu}(u =
1, ..., n) and Z(u, v)(v ≤ u) denotes the optimal solution of selecting v examples
from Xu. We transform the problem (4) into a relatively simple form:

Z = argmax
Zk⊆X

k∑

i=1

(den(xsi)− λ red(xsi , Z(si − 1, i− 1))) (5)
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where red(xsi , Z(si − 1, i− 1)) is the redundancy between xsi and the selected
i− 1 examples from Xsi−1 = {x1,x2, ...,xsi−1}.

Obviously, red(xsi , Z(si − 1, i − 1)) is relevant with {s1, ..., si−1} but irrele-
vant with {si+1, .., sk}. This means that when we select the i− th example, it is
required to have small redundancy with the selected examples {xs1 , ...,xsi−1}.
This guarantees that the next selected example must be different from the pre-
vious selected examples. This idea is in accord with the process of sequential
examples selection.

2.3 The Dynamic Programming Approach

The problem (5) can be solved by dynamic programming that breaks it down into
simpler subproblems. Suppose F (u, v)(u ≥ v) denotes the maximum volume of
information of selecting v examples from Xu. As defined above, Z(u, v) denotes
the optimal solution of selecting v examples fromXu, hence Z = Z(n, k). F (u, v)
and Z(n, k) can be described as follows:

F (u, v) = max
Zv⊆Xu

v∑

i=1

(den(xsi)− λ red(xsi , Z(si − 1, i− 1))) (6)

Z(u, v) = argmax
Zv⊆Xu

v∑

i=1

(den(xsi)− λ red(xsi , Z(si − 1, i− 1))) (7)

where u ∈ {1, 2, ..., n}, v ∈ {1, 2, ..., k}, and u ≥ v.
Our final goal is to find Z(n, k) that decides which k examples should be

selected from the n unlabeled examples.
It should be noted that there are two special situations: v = 1 and u = v. If

v = 1, there are no redundancy since only one example is selected. Therefore,
the example with maximum density should be selected. If u = v, obviously, all
of the examples in Xu should be selected. So

F (u, v) =

{
max
xi∈Xu

den(xi) if v = 1
∑u

i=1 den(xi)− λ red(xi, Xi−1) if u = v
(8)

Suppose we have already obtained the optimal solution of selecting v − 1 and
v examples from Xu−1, now we consider the optimal solution of selecting v
examples from u unlabeled examples. If the example xu has small density and
large redundancy with Z(u− 1, v − 1), obviously we will not select the example
xu. Hence the optimal solution of selecting v examples from Xu should be the
same as selecting v examples from Xu−1. On the contrary, if the example xu

has large density and small redundancy with Z(u− 1, v− 1), we prefer to select
it for labeling. In this situation, since Z(u− 1, v − 1) is the optimal solution of
selecting v−1 examples from Xu−1, the optimal solution of selecting v examples
from Xu is Z(u, v) = Z(u− 1, v − 1) ∪ xu.
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Table 1. The process of the proposed active learning algorithm

Input:
Initial unlabeled data set X = {x1,x2, ..,xn}, the gaussian parameter (σ), the number of
nearest neighbor (p), the tradeoff parameter (λ), the number of examples need to select (k)

Output:
Z(n, k): the k selected examples

Procedure:
compute weight W , den(xi), (i = 1, 2, ..., n)
Initilize Xu, F = 0nk, Z(u, v) = ∅
For u = 1 : n

F (u, 1) = max
xi∈Xu

den(xi)

Z(u, 1) = argmax
xi∈Xu

den(xi)

End
For u = 2 : n

For v = 2 : k
C(u) = den(xu)− λ red(xu, Z(u− 1, v − 1))
F (u, v) = max(F (u− 1, v), F (u− 1, v − 1) + C(u))

Z(u, v) =

{
Z(u− 1, v) if F (u, v) = F (u− 1, v)

Z(u− 1, v − 1) ∪ xu else

End
End

Return Z(n, k)

In general, the relationships between F (u− 1, v− 1), F (u− 1, v), and F (u, v)
can be described as follows:

C(u) = den(xu)− λ red(xu, Z(u− 1, v − 1)) (9)

F (u, v) = max(F (u − 1, v), F (u− 1, v − 1) + C(u)) (10)

where 2 ≤ u ≤ n, 2 ≤ v ≤ k and v ≤ u. Z(u, v) can be computed as follows:

Z(u, v) =

{
Z(u− 1, v) if F (u, v) = F (u− 1, v)

Z(u− 1, v − 1) ∪ xu else
(11)

Since Z(1, 1), Z(2, 1) is easy to obtain, the global optimal solution Z(n, k) can
be obtained by iteration. The dynamic programming approach to solve the ex-
amples selection problem is summarized in Table 1. As can be seen from Table 1,
the proposed active learning algorithm is easy to perform and the computational
cost is low.

3 Experiments

In this section, experiments of terrain classification are performed with differ-
ent active learning algorithms. In order to demonstrate the effectiveness of our
proposed algorithm, we evaluate and compare four active learning methods:
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– Random Sampling (Rand) method, which selects examples randomly from
unlabeled data set.

– D-Optimal Design (DOD) as described in Section 2.1.
– Manifold Adaptive Experimental Design (MAED) Algorithm [9], which

performed convex TED in manifold adaptive kernel space.
– Active Learning with Maximum Density and Minimum Redun-

dancy (MDMR), which is proposed in this paper.

3.1 Data and Experimental Settings

Terrain image dataset used in the experiment was constructed by us from the
Outex Database [10], which is consisted of two data sets: Outex-0 and Outex-1.
Each of them includes 20 outdoor scene images and the size of each image is
2272× 1704. The images are marked as one type of bush, grass, tree, sky, road,
and building. The marked area of each image is cut into patches with size 64×64
and each patch is regarded as an example. In this work, we extract 50 patches
of each class (totally 300 patches) to construct a pool of unlabeled data set for
examples selection. The testing examples, which are predicted to evaluate active
learning algorithms’ performance, are also consisted of 300 patches (50 patches
from each class).

Fig. 1. Patch examples of Outex: sky, tree, bush, grass, road, and building

Two examples of each class are shown in Figure 1. It is difficult to classify
these terrains directly in image color space. Thus color histogram feature [11]
and texture feature with the rotation-invariant operators LBP riu2

8,1+16,3 [12] are
extracted and combined together. As a result, each example is represented by a
43-dimensional feature vector.

Logistic regression with l2 regularization is used as classifier and the regu-
larization parameter is set to be 0.5. The parameters in our proposed active
learning algorithms are set as follows: the gaussian kernel parameter (σ = 0.1),
the number of nearest neighbor (p = 15), and the tradeoff parameter (λ = 10).

3.2 Results

The process of the experiments are as follows: Firstly, we select k(k = 5, 10, 15,
..., 50) examples from unlabeled data set for labeling and training a classifier.
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Then we perform classification on testing data set and the accuracy is defined
as Correct Classification Rate (CCR). The experiments are repeated 20 times
and the average accuracy is computed as the final result.
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(a) Results on Outex0
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(b) Results on Outex1

Fig. 2. Classification performance on Outex0 and Outex1 dataset using Rand, DOD,
MAED, and the proposed active learning algorithm

Figure 2 shows the average classification accuracy versus the number of train-
ing (selected) examples. As can be seen, our proposed MDMR algorithm sig-
nificantly outperforms the other active learning algorithms in most cases. The
MAED algorithm outperforms Random Sampling and DOD method in most
cases. DOD and Random Sampling perform comparably to each other. When
only five examples are selected, there exists at least one class that does not have
any labeled examples. Therefore, in this case, all of the algorithms yield low
classification accuracy. As the number of selected examples increases, the clas-
sification accuracy of all of the algorithms increases. As shown in 2, with only
40 selected examples, MDMR algorithms performs comparably to or even better
than the other algorithms with 50 selected examples. Our MDMR algorithm
yields the highest classification accuracy.

4 Conclusion

In this paper, we have introduced a novel active learning algorithm called MDMR,
which selects the examples with maximum density and minimum redundancy.
The experimental results on terrain classification demonstrate that it is better
than other popular active learning algorithms.

The disadvantage of this proposed algorithm is that it is not global optimal
since the examples are sequentially selected. The redundancy of selected exam-
ple xst is measured by the redundancy between xst and previous selected t− 1
examples {xs1 ,xs2 , ...,xst−1}. Thus the redundancy among all the selected ex-
amples may not be minimum. Moreover, combining different criteria such as
density and redundancy is a significant problem in active learning. There is a
lot of work that needs to be explored.
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