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Abstract. Semi-supervised learning and active learning are important
techniques to solve the shortage of labeled examples. In this paper, a
novel active learning algorithm combining semi-supervised Learning with
Local and Global Consistency (LLGC) is proposed. It selects the example
that can minimize the estimated expected classification risk for labeling.
Then, a better classifier can be trained with labeled data and unlabeled
data using LLGC. The experiments on two datasets demonstrate the
effectiveness of the proposed algorithm.

Keywords: Active learning, semi-supervised learning, image classifica-
tion.

1 Introduction

In traditional machine learning approaches to classification, only labeled exam-
ples are used to train the classifier. But in many real-world applications, there
is a large number of unlabeled examples. Whereas labeled examples are usually
difficult and expensive to obtain. Two typical methods to address this problem
are semi-supervised learning [1] and active learning [2]. Semi-supervised learn-
ing combines both labeled examples and unlabeled examples to train a better
classifier. Active learning usually selects a set of unlabeled instances for experts
labeling, a better classifier can be trained by labeled examples afterwards.

The kernel of active learning is how to measure examples’ value and which ex-
amples should be selected for labeling. There are many criteria in active learning
to instruct examples selection. Uncertainty sampling is one of the most widely
used criterion that queries the examples whose labels are most uncertain under
the current classifier. Other criteria like variance reduction [3], Expected Model
Change [4], Expected Error Reduction [5][6], and diversity [7] have also been
widely applied to active learning.

With the same number of labeled examples, both active learning and semi-
supervised learning usually perform better than supervised learning. It may make
sense to utilize active learning in conjunction with semi-supervised learning.
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Specifically, we firstly select a set of unlabeled examples to be labeled by experts.
Then, both labeled examples and unlabeled examples are used to train classifiers.
In [5], Zhu et al. combined active learning and semi-supervised learning using
Gaussian Fields and Harmonic Functions (GFHF). Active learning is performed
on top of the semi-supervised learning scheme by selecting examples to minimize
the estimated expected classification risk.

Since Learning with Local and Global Consistency (LLGC) [8] presents a
promising performance in semi-supervised learning, we explore the combination
of active learning and LLGC in this paper. In active learning process, the example
which can minimize the estimated expected classification risk is selected to be
labeled. Then, a classifier is learned by LLGC with labeled data and unlabeled
data. The experiments of image classification on two datasets demonstrate the
effectiveness of the proposed algorithm.

The rest of this paper is organized as follows: In Section 2, we review semi-
supervised Learning with Local and Global Consistency. The combination of
active learning and LLGC is introduced in Section 3. In Section 4, we present
the experimental settings and results. Finally, the conclusion and future work
are discussed in Section 4.

2 Semi-supervised Learning with Local and Global
Consistency

We begin by briefly describing the semi-supervised learning method LLGC [8].
Suppose there are l labeled examples (x1, y1), ..., (xl, yl) and u unlabeled ex-
amples xl+1, ..., xl+u; usually l � u. yi is the label of example xi. For a c-class
classification problem, yi ∈ {1, 2, ..., c}, i = 1, ..., l. The labeled set and unlabeled
set are denoted by L and U , and n = l + u. The goal is to predict the labels of
the unlabeled examples.

Let F denote the set of n × c matrices with nonnegative entries. Define a
n × c matrix Y ∈ F with Yij = 1 if xi is labeled as yi = j and Yij = 0
otherwise. A matrix F ∈ F is a matrix that labels all examples xi with a label
yi = argmaxj≤cFij . If F is defined as F = [FT

1 , ..., FT
n ]T , F can be understander

as a vectorial function which assigns a vector Fi to each example xi. The LLGC
algorithm is as follows:

1. Constrcut the affinity matrix W defined by Wij = exp(−||xi − xj ||2/2σ2) if
i �= j and Wij = 0 if i = j.

2. Compute S = D−1/2WD−1/2 where D is a diagonal matrix with Dii =∑n
j=1 Wij .

3. Iterate F (t+1) = σSF (t)+(1−σ)Y until convergence, where σ is a parameter
in (0, 1).

4. Define F ∗ = lim
t→∞F (t). The label of xi is predicted as yi = argmax

j≤c
F ∗
ij .

We firstly construct a graph G = (V,E) on L ∪ U , where the vertex set V is
the set of all examples and the edges E are weighted by W . Then, the weight
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matrix W is normalized symmetrically. In the iteration, each examples receives
information from its neighbors (first term), and retains its initial information
(second term). The information is spread symmetrically since S is a symmetric
matrix. Finally, the label of each unlabeled examples is predicted as the class of
which it has received most information during the iteration process.

By computing the limit of the sequence {F (t)}, we can obtain

F ∗ = (1− α)(I − αS)−1Y (1)

for classification, which is equivalent to

F ∗ = QY (2)

where Q = (I − αS)−1. Since S is fixed, Q is also fixed in the learning process.
A regularization framework was also proposed by Zhou et al. for this method.

The cost function associated with F with regularization parameter μ > 0 is
defined as

Q(F ) =
1

2
(

n∑

i,j=1

Wij‖ 1√
Dii

Fi − 1
√
Djj

Fj‖2 + μ

n∑

i=1

‖Fi − Yi‖2) (3)

The optimal decision function is F ∗ = argminF∈F Q(F ). More on this semi-
supervised learning framework can be found in [8].

3 Active Learning

In this section, we propose to perform active learning with LLGC. The basic
idea of the proposed active learning is to select the example that can minimize
the classification risk of the examples.

With both labeled examples and unlabeled examples, we can train a classifier
(decision function F ) using LLGC. The class of unlabeled example xi is predicted
as yi = argmaxj≤c F

∗
ij . Suppose P (yi|xi) is the probability distribution of the

examples’ labels. We assume that the distribution P (yi|xi) can be estimated
based on decision function F .

P (yi = j|xi) =
Fij∑c
t=1 Fit

(4)

We define the true risk R(P ) of the classification based on labels’ distribution
P . Thus

R(P ) =

n∑

i=1

(1− max
j=1,...,c

P (yi = j|xi)) (5)

If we perform active learning to select an unlabeled example xk for experts
labeling, we will receive an answer y∗k (y∗k ∈ {1, ..., c}). Before we selecting xk

for labeling, Ykj = 0 (j = 1, ..., c). After labeling xk and adding (xk, y
∗
k) to

labeled set, the matrix Y should be updated and denoted by Y +(xk,y
∗
k) where
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Y
+(xk,y

∗
k)

k,y∗
k

= 1. The decision function F and the probability distribution P will

also change

F+(xk,y
∗
k) = QY +(xk,y

∗
k) (6)

P+(xk,y
∗
k)(yi = j|xi) =

F
+(xk,y

∗
k)

ij
∑c

t=1 F
+(xk,y∗

k)
it

(7)

If (xk, y
∗
k) is added to the labeled set, the estimated classification risk is

R(P+(xk,y
∗
k)) =

n∑

i=1

(1− max
j=1,...,c

P+(xk,y
∗
k)(yi = j|xi)) (8)

Before we querying experts about the label of xk, the true label y
∗
k is unknown.

But we can obtain the labels’ distribution P (yi|xi) from decision function F .
Therefore, the expected classification risk after querying xk is estimated as

R(P+xk) =

c∑

j=1

P (yk = j|xk)R(P+(xk,j)) (9)

We aim to select the example that can minimize the expected estimated risk.
Therefore, the index of the selected example is

s = argmin
k∈{l+1,...,n}

R(P+xk) (10)

Once the label y∗s of the example xs is queried from experts, (xs, y
∗
s ) will

be added to the labeled set. The label matrix Y will be updated to Y +(xs,y
∗
s )

and the decision function will be retrained by equation (6). In fact, the update
operation of label matrix Y is only to change one element in Y , namely set Ys,y∗

s

to be 1. The retraining step F+(xs,y
∗
s ) = QY +(xs,y

∗
s ) is equivalent to update the

y∗s -th column of the matrix F .

F
+(xs,y

∗
s )·y∗

s
= F·y∗

s
+Q·y∗

s
(11)

where F·y∗
s
and Q·y∗

s
denote the y∗s -th column of matrices F and Q. Of course

F
+(xs,y

∗
s )

·j = F·j if j �= y∗s . It is easy to prove that the equation (6) is equivalent
to equation (11). But the computation of equation (11) is much faster than
equation (6).

The process of the proposed active learning combining LLGC is concluded
in Table 1. It is the procedure of selecting one example for experts labeling.
In applications, the examples selection often repeats many times until the stop
criterion is reached.

4 Experiment

In order to assess the effectiveness of the proposed technique, we evaluate and
compare five active learning methods:
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Table 1. The process of the proposed active learning algorithm

Input:
Initial labeled data set (x1, y1), ..., (xl, yl), unlabeled data set xl+1, ..., xl+u,
the guassian kernel parameter σ, the tradeoff parameter α

Output:
The selected example

Procedure:
Construct label matrix Y , compute weight matrix W and S, Q, F
For k = l + 1 : n

For yk = 1 : c

F+(xk,yk) = F , F
+(xk,yk)·yk = F·yk +Q·yk

P+(xk,yk)(yi = j|xi) =
F

+(xk,yk)
ij

∑
c
t=1 F

+(xk,yk)

it

R(P+(xk,yk)) =
∑n

i=1(1−maxj=1,...,c P
+(xk,yk)(yi = j|xi))

End

R(P+xk) =
∑c

j=1 P (yk = j|xk)R(P+(xk,j))

End
s = argmin

k∈{l+1,...,n}
R(P+xk)

Return xs

– Random Sampling with LLGC classifier (RS+LLGC), which randomly selects
examples for labeling and uses LLGC classifier.

– Most Uncertain with LLGC classifier (MU+LLGC), which selects the most
uncertain example from LLGC classifier for labeling. The index of the most
uncertain example is

s = argmin
i=l+1,...,n

Fij1 − Fij2 (12)

where j1 = argmax
j=1,...,c

Fij , j2 = argmax
j=1,...,c,j �=j1

Fij .

– Multiclass-level uncertainty with SVM classifier (MCLU+SVM), which was
proposed in [9].

– MinRisk+GFHF, which was proposed in [5].
– MinRisk+LLGC, which is proposed in this paper. The parameter α is set to

0.99 and σ is set to 0.1.

In the following sections, we carry out classification experiments on two real-
world data sets to compare different active learning algorithms quantitatively.

4.1 Handwritten Digits Recognition

The USPS handwritten digits data set is used in this experiment. The data
set contains 8-bit gray-scale images of ’0’ through ’9’. The size of each image is
16×16 pixels. Thus, each digit image is represented as a 256-dimensional vector.

On this data set, we used digits 1, 2, 3, and 4 in our experiments as the
four classes. 500 examples from each class are randomly selected so there are
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totally 2000(500 × 4) examples. Only 1 example from each class is randomly
selected as initial labeled example. Thus there are 4 labeled examples and 1996
unlabeled examples. We apply each active learning algorithm to select k (k =
1, 2, ..., 10) examples for labeling. A classifier can be trained with LLGC or SVM
method. Lastly, we predict the labels of the rest unlabeled examples and compute
the classification accuracy. The experiments are repeated for 30 times and the
average accuracy is obtained.
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Fig. 1. The average classification accuracy on usps dataset

Fig.1 shows the average classification accuracy versus the number of examples
selected by active learning methods. As can be seen, our MinRisk+LLGC algo-
rithm significantly outperforms the other active learning algorithms. MU+LLGC
performs the second best. The active learning combining GFHF (MinRisk+
GFHF) is not better than our proposed method. MCLU+SVM is worse than
others since it is unable to use unlabeled examples to train a classifier.

4.2 Terrain Classification

In this section, we apply active learning algorithms to terrain classification prob-
lems. Terrain image dataset used in the experiment was constructed by us from
the Outex Database [10], which consists of two data sets: Outex-0 and Outex-1.
Each of them includes 20 outdoor scene images and the size of each image is
2272× 1704. The images are marked as one type of bush, grass, tree, sky, road,
and building. The marked area of each image is cut into patches with size 64×64
and each patch is regarded as an example. Two examples of each class are shown



Combining Active Learning and Semi-supervised LLGC 221

in Fig. 2. Both color histogram feature and LBP feature are extracted and com-
bined to represent each example. We extract 100 patches of each class (totally
600 patches) to construct a pool of unlabeled data set for examples selection.
Firstly, only 1 example of each class is labeled as initial labeled set. Then, ac-
tive learning is used to select k (k = 1, 2, ..., 10) examples for labeling. Lastly, a
classifier is trained and the labels of the unlabeled examples are predicted.

Fig. 2. Examples of Outex from categories: sky, tree, bush, grass, road, and building

The average classification accuracies on Outex-0 and Outex-1 are shown in
Fig.3. As can been seen, our MinRisk+LLGC outperforms the other algorithms
in most of the cases. MinRisk+GFHF performs the second best on Outex-0 while
worse than MU+LLGC on Outex-1. MCLU+SVM performs the worst on two
datasets since it is a supervised learning method that does not use unlabeled
data in learning.
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(a) The classification accuracy on Outex-0
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(b) The classification accuracy on Outex-1

Fig. 3. The average classification accuracy on Outex-0 and Outex-1

To sum up, semi-supervised learning (LLGC, GFHF) performs better than su-
pervised learning (SVM) with the same number labeled examples. Our proposed
MinRisk+LLGC outperforms MinRisk+GFHF, MU+LLGC, and RS+LLGC in
most of the cases.
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5 Conclusion

In this paper, a novel active learning algorithm which combining semi-supervised
learning with LLGC is proposed. The example that can minimize the estimated
expected classification error is selected for labeling. Experiments on two datasets
indicate that the proposed algorithm can be highly effective.

MinRisk+LLGC is a single-mode active learning algorithm that selects only
one example each time. In the future, we will expend this method into a batch-
mode active learning.
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