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Abstract 
 

It is well known that sparse code is effective for feature extraction of face recognition, 
especially sparse mode can be learned in the kernel space, and obtain better performance. 
Some recent algorithms made use of single kernel in the sparse mode, but this didn’t make full 
use of the kernel information. The key issue is how to select the suitable kernel weights, and 
combine the selected kernels. In this paper, we propose a novel multiple kernel sparse 
representation based classification for face recognition (MKSRC), which performs sparse 
code and dictionary learning in the multiple kernel space. Initially, several possible kernels are 
combined and the sparse coefficient is computed, then the kernel weights can be obtained by 
the sparse coefficient. Finally convergence makes the kernel weights optimal. The 
experiments results show that our algorithm outperforms other state-of-the-art algorithms and 
demonstrate the promising performance of the proposed algorithms.  
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1. Introduction 

Over the last decade, there has been rapid development in Image recognition, and many 
algorithms have been proposed, such as Eigenface[1] , locality preserving projection(LPP) [2] , 
Fisherface [3], maximum margin criterion (MMC) [4]. In a recent work, Yu and Tao[5] 
proposed an adaptive hypergraph learning method for transductive image classification. 
Afterward, a semi-supervised classification algorithm named semi-supervised multiview 
distance metric learning[6] were proposed. To efficiently combine the visual features for 
subsequent retrieval and synthesis tasks , another new semi-multiview subspace learning 
algorithm[7] was proposed. In addition, Wang et al. [8] proposed a neighborhood similarity 
measure to explores the local sample and label distributions. To integrate multiple 
complementary graphs into a regularization framework, the optimized multigraph-based 
semi-supervised learning algorithm[9] was subsequently proposed. In addition other related 
methods[10-14] were proposed. In Image recognition, Face recognition is  a very challenging 
question, especially classifier is important for its final role. The nearest-neighbor(NN) 
algorithm is extremely simple and it is accurate and applicable to various problems [15]. The 
simplest 1-nn algorithm assigns an input sample to the category of its nearest neighbor from 
the labeled training set. Due to the NN’s shortcoming that only one training sample is used to 
represent the test face image, the nearest feature line classifier [16] was proposed through 
using two training samples for each class to represent the test face image. Then the nearest 
feature plane classifier [17] was proposed through using three samples to represent the test 
image. Later, for representing the test image by all the training samples of each class, the local 
subspace classifier [18] and the nearest subspace classifier [19-21] were proposed. The 
support vector machine (SVM) classifier is also another classifier which is solidly based on the 
theory of structural risk minimization in statistical learning. It is well known that the SVM 
maps the inputs to a high-dimensional feature space and then finds a large margin hyperplane 
between the two classes which can be solved through the quadratic programming algorithm. 
For noise images, sparse representation based classifier (SRC) [22] make good performance, 
and SRC shows exciting results in dealing with occlusion by assuming a sparse coding 
residual. Later, many extended algorithms were proposed, e.g. Gabor SRC [23], SRC for face 
misalignment or pose variation [24-25], SRC for continuous occlusion [26] and 
Heteroscedastic SRC [27]. 

Recently the kernel approach [28] has attracted great attention.  It offers an alternative 
solution to increase the computational power of linear learning machines by mapping the data 
into a high dimensional feature space. The approach has been studied and extended some 
kernel based algorithms such as kernel principal component analysis (KPCA) [29] and kernel 
fisher discriminant analysis (KFD)[30, 31]. As the extension of conventional nearest-neighbor 
algorithm, the kernel optimization algorithm [32-38] was proposed which can be realized by 
substitution of a kernel distance metric for the original one in Hilbert space. By choosing an 
appropriate kernel function, the results of kernel nearest-neighbor algorithm are better than 
those of conventional nearest-neighbor algorithm. Similarity, the single-kernel SVM classifier 
was proposed, and various remedies were introduced, such as the reduced set method 
[39],[40],bottom-up method[41], building of a sparse large margin classifier[42],[43], and the 
incremental building of a reduced-complexity classifier. 

But above methods have some disadvantages. NN predicts the category of the image to be 
tested by only using its nearest neighbor in the training data, and it can easily be affected by 
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noise. NS approximates the test image to the category which minimizes the reconstruction 
error, therefore the performance is not ideal when the classes are highly correlated to each 
other. The shortcoming of the SVM is that it is often not as compact as the other classifiers 
such as neural networks. Fortunately Wright et al. [22] proposed a sparse representation based 
classifier for face recognition (SRC) which first codes a testing sample as a sparse linear 
combination of all the training samples, and then classifies the testing sample by evaluating 
which class leads to the minimum representation error. SRC is much more effective than 
state-of-art methods in dealing with face occlusion, corruption, lighting and expression 
changes, etc. It is well known that if an appropriate kernel function is utilized for a test sample, 
more neighbors probably have the same class label in the high dimensional feature space. 
Sparse representation in the high dimensional space can improve the performance of 
recognition and discriminative ability. Some methods were proposed such as kernel 
representation based classification algorithm (KSRC) [44-46], etc. However the algorithm is 
often unclear about what is the most suitable kernel for the task at hand, and hence the user 
may wish to combine several possible kernels.  One problem with simply adding kernels is that 
using uniform weights is possibly not optimal. To overcome it, we proposed a novel algorithm 
named multiple kernel sparse representation based classifier (MKSRC) which can optimize 
the kernel weights while training the dictionary. The contributions of this paper can be 
summarized as follow. 

1) We propose a multiple kernel sparse representation based classifier. By making full use 
of the kernel information, classification performance is improved compared with the 
state-of-the-art classifier. 

2) Through the dicaitonary learning,  kernel weights can be adaptive selected. Due to 
automaticly adjusting the weights, our classifier is more robust, especially for occlusion 
images. 

3) We conduct the experiments in two facial image databases in the conditions of no 
occlusion and block occlusion.  The experiments results validate the effectiveness of 
new classifier. 

2. Related Work 

2.1 Sparse representation based classification 
Sparse representation based classification (SRC) was reported by Wright [22] for robust face 
recognition. In Wright ’s pioneer work, the training face images are used as the dictionary of 
representative samples, and an input test image is coded as a sparse linear combination of these 
sample images via 1l -norm minimization. 

Given a signal (or an image) my∈ℜ , and a matrix 1 2[ , , , ] m n
nA a a a ×= ∈ℜ  containing 

the elements of an overcomplete dictionary in its columns, the goal of sparse representation is 
to represent y  using as few entries of A  as possible. This can be formally expressed as 
follows: 

                                         0ˆ arg min || || ,  . . x x s t y Ax= =                                               (1) 
 

where nx∈ℜ  is the coefficient vector, and 0|| ||x is the 0l -norm which is equal to the number 
of non-zero components in x . However, this criterion is not convex, and finding the sparsest 
solution of Eq. (1) is NP-hard. Fortunately this difficulty can be overcomed by convexizing the 
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problem and solving 
                                       1ˆ arg min || || , . . x x s t y Ax= =                                                  (2) 
 

where 1l  is used instead of 0l . It can be shown that if the solution x  sought is sparse enough, 
the solution of  0l  minimization problem is equal to the solution of 1l  minimization problem. 

Finally, for each class i, let : n n
iδ ℜ →ℜ  be the characteristic function which selects the 

coefficients associated with the i -th class. Using only the coefficients associated with the i -th 
class, one can approximately reconstruct the test sample y  as ˆ  ( )iy A xδ= , then classify y  
based on these approximations by assigning it to the class that minimizes the residual:  

 
2ˆ( ) || ( ) || , 1i ir y y A x for i ,...,k.δ= − =                                             (3) 

 
 If ( ) min ( )l ir y r y= , y  is assigned to class l . 
    Now suppose that the face image is partially occluded or corrupted, the problem can be 
expressed as follows: 

1ˆ arg min || || ,  x x s.t. y Ax ε= = +                                               (4) 
 

where ε  is residual. We can approximately reconstruct the test sample y  as ˆˆ( )iy A xδ ε= + , 
then compute the residuals:   
 

                                    2ˆˆ( ) || ( ) || , 1i ir y y A x for i ,...,k.δ ε= − − =                                          (5) 
 

If ( ) min ( )l ir y r y= , y  is assigned to class l . 

2.2. Kernel sparse representation based classification (KSRC) [44]  
It is well known that kernel approach can change the distribution of samples through 

mapping samples into a high dimensional feature space by a nonlinear mapping. In the high 
dimensional feature space, the sample can be represented more accurately by sparse 
representation dictionary. 

  Suppose there are p  classes in all, and the set of the training samples 

is 1 2 1,1 1,2 ,[ , , , ] [ , , , ]
p

d N
p p nA A A A x x x ×= = ∈ℜ  , and 1

p
iiN n== ∑ is total training samples 

number, 1dy ×∈ℜ is test sample. The samples are mapped from original feature space into a 
high dimensional feature space : 

1,1 1,2 , 1,1 1,2 ,( ), [ , , , ] [ ( ), ( ), , ( )]
p pp n p ny y A x x x U x x xϕ ϕ ϕ ϕ→ = → =  by a nonlinear 

mapping : ( )d k d Kϕ ℜ →ℜ < . The sparse representation mode can be formulated as 
 
                                            

0
ˆ arg min , . . ( )

s
v v s t y Uvφ= =                                                (6) 
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where ( )yφ  is test sample in the high dimensional feature space. Due to NP hard problem, the 
solution of Eq.(6) can be obtained through the following Eq.(7): 
 
                                                

1
ˆ arg min , . . ( ) .

s
v v s t y Uvφ= =                                          (7) 

 
 

In the presence of noises, the Eq.(7) should be relaxed and the following optimization problem 
is obtained: 

 
                                               

1 2
ˆ arg min , . . ( ) .

s
v v s t Uv yφ ε= − ≤                                   (8) 

 
Though U and ( )yφ are unknown, according  to [44],we can prove that Eq.(8) is equivalent to 
the following Eq.(9): 

 
                                           

1 2
ˆ arg min , . . ( ) .T T

v
v v s t U Uv U yφ δ= − ≤                              (9) 

where   

1,1 1,2 , 1,1 1,2 ,

1,1 1,1 1,1 1,2 1,1 ,

1,2 1,1 1,2 1,2 1,2 ,

, 1,1 , 1,2 , ,

[ ( ), ( ), , ( )] [ ( ), ( ), , ( )]

( , ) ( , ) ( , )

( , ) ( , ) ( , )
.

( , ) ( , ) ( , )

c p

p

p

p p p p

T T
c l p n

p n

p n

p n p n p n p n

U U x x x x x x

K x x K x x K x x

K x x K x x K x x

K x x K x x K x x

φ φ φ φ φ φ=

 
 
 

=  
 
 
 

 





   



           (10)                                                                               

                                                                                                                      
 

1,1 1,2 ,

1,1

1,2

,

( ) [ ( ), ( ), , ( )] ( )

( , )
( , )

.

( , )

p

p

T T
p n

p n

U y x x x y

K x y
K x y

K x y

φ φ φ φ φ=

 
 
 =  
 
  





                         (11) 

 
The procedures of KSRC algorithm are summarized as Algorithm1: 
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Algorithm 1 (kernel sparse representation based classification) 
Input: 
the training samples matrix 

 1 2 1,1 1,2 ,[ , , , ] [ , , , ]
p

d N
p p nA A A A x x x ×= = ∈ℜ  , 1

p
iiN n== ∑ ， test sample 

dy∈ℜ ， 0ε > , a kernel function. 
output: identity( y ). 
 
Step 1: normalize the matrix A. 

Step 2: obtain TU U 和 ( )TU yφ  by Eq. (10) and Eq. (11). 

Step 3: obtain v̂  by solving the 1l -norm problem by Eq. (9). 

Step 4: compute the residuals: 2ˆ( ) || ( ) ||T T
ir y U y U Uvφ= − .  

Step 5: compute identity( y ) = arg min( ( ))k
k

r y . 
 

3. Multiple Kernel Sparse Representation based Classifier (MKSRC)  
 
Suppose there are p  classes in all, and the set of the training samples 

is 1
1 2 1,1 1,2 ,[ , , , ] [ , , , ]

p
ii

p

d n
p p nA A A A x x x =

×∑= = ∈ℜ  , and 1dy ×∈ℜ  is the test sample. The 
traditional sparse coding model is equivalent to the so-called LASSO problem [47]: 
 

                                         2
2 1min || || ,  || || .y A s.t. α α σ− <          where σ > 0 is a constant. 

 
Suppose there is a feature mapping function : ( )d k d Kϕ ℜ →ℜ < . It maps the feature and 
basis to the high dimensional feature space:    
 1,1 1,2 , 1,1 1,2 ,( ), [ , , , ] [ ( ), ( ), , ( )]

p pp n p ny y A x x x U x x xϕ ϕ ϕ ϕ→ = → =  .There exits one 
problem that one kernel is not most suitable kernel, so we wish to combine several possible 
kernels. Multiple kernel sparse representation based classification (MKSRC) is a way of 
optimizing kernel weights while training dictionary. The mode of Multiple Kernel by 

Lanckriet [48] is
1

 ( , ) ( , ) 
m

i j k k i j
k

k x x k x xα
=

=∑ , and we restrain the kernel weights 

by 2

1
1,  0

m

K K
i
α α

=

= ≥∑ , then substitute the mapped features and basis to the formulation of 

sparse coding, obtain the objective function as follows:  
 

                                          
m

2 2
2 1

i=1
min || ( ) || ,  || ||  1.Ky Uv s.t. vφ σ α− < =∑                         (12) 
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The Lagrangian function for Eq. (12) is : 
 

2
2 1

1

1,1 1,2 ,
1

1,1 1,2 , 1,1 1,2 ,

|| ( ) || || || ( 1)

  ( ) ( ) 2 ( ) || || ( 1)

  ( , ) 2 [ ( ), ( ), , ( )] ( )

    [ ( ), ( ), , ( )] [ ( ), ( ), , ( )]

p

p p

T

T T T T T T

m
T T

k k p n
k

T T
p n p n

J y Uv  v
y y v U y v U Uv  v

k y y v x x x y

v x x x x x x v

φ λ γ

φ φ φ λ γ

α φ φ φ φ

φ φ φ φ φ φ
=

= − + + −

= − + + + −

= −

+ +

∑

α α
α α



  1|| || ( 1).T vλ γ+ −α α

 (13)

                                                                                                                                   
     
For sample x and y , we have: 
 

1
 ( ) ( ) ( , )  ( , ) ( , ) .

m
T

i j i j i j k k i j
k

x y k x y k x x k x xφ φ α
=

= =∑  

 
Therefore 
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1
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= = =

= = =

 
 
 
 
 
 
 
 
 
  

+ +

∑ ∑ ∑

∑ ∑ ∑



  



2

1
( 1).

m

k
k

γ α
=

−∑

 

                                                                                                                                              (14) 
 

Table 1.  Important notations used in this paper and their description 

Notation Description 
ϕ  Mapping function from original dimensional space 

to high dimensional space 
A  The matrix of training samples in original space 

U  The matrix of training samples in high dimensional 
space 

kα  Kernel weights 

 ( , ) k i jk x x  Kernel function 

v  The vector for sparse coefficient in high 
dimensional space 

p  The number of classes in the database 
m  The number of kernel function 
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Setting the derivative of J  w.r.t. the primal variable kα  to zero, 
 
 

 
 

(15) 
 
 
 

 
Finally we obtain: 
 

1,1 1,1 1,1 1,2 1,1 ,1,1

1,1 1,2 1,1 1,2 1,2 1,2 ,

,

( , ) ( , )  ( , )( , )
( , ) ( , ) ( , )  ( , )1 ( ( , ) 2

           2                                
( , )

p

p

p
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                   (16)                                                        

 
  Because ( )yφ and U are unknown, Eq. (12) cannot be solved directly. But according to 
[34], Eq. (12) can be transformed to  
 

                                    2
2

1ˆ arg min{|| ( ) || || || }.T Tv U y U Uv vφ λ= − +                          (17) 
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 .       (19) 

 
Since initial weights are an estimator which is not optimal, the implementation of MKSRC is 
an iterative process. When the difference of weights iα is small enough, the convergence is 
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stopped. It can be formulated as follows: 1|| ||t t tolα α+ − ≤  . In order to verify the 
convergence of the MKSRC algorithm, Experiments on ORL database were done. It is 
straightforward that the proposed MKSRC algorithm converges because recognition rate is 
stable after several iterations, as illustrated in Fig. 1 
 

1 2 3 4 5 6 7
0.96
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0.97

0.975

0.98

0.985

0.99

0.995

1
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re
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gn
itio

n 
ra

te

ORL

 
Fig. 1.  Illustration of the convergence of Algorithm 2 

 
The MKSRC algorithmic procedures can be summarized as Algorithm 2: 
 

Algorithm 2 (Multiple kernel sparse representation based classification) 

Step 1: Input training samples 1

p
ii

d nA =
×∑∈ℜ partitioned into p classes, and a test 

sample y , the number of kernel function m . 

Step2: Compute initial weights
1

K m
α =  and 

1
 ( , ) ( , ) 

m

i j k k i j
k

k x x k x xα
=

=∑ . 

Step 3: Compute the coefficient 2
2

1ˆ arg min{|| ( ) || || || }T Tv U y U Uv vφ λ= − +  
by Eq. (18) and Eq. (19). 

Step 4: Compute the weights Kα  by Eq. (16). 
Step 5: Go back to step 3 until the condition of convergence is met. 
Step 6: Compute 2

2ˆ( )= || ( ) ||T T
jr y U y U Uvφ − .  

Step 7: Output that identity( ) argmin ( ).jy r y=     

4. Experiments and discussions  
In this section, we perform experiments on face databases to demonstrate the efficiency of 
MKSRC. To evaluate more comprehensively the performance of MKSRC, in section 4.1 we 
discuss the comparison methods and experiment configurations, then in section 4.2 test FR 
without occlusion, and finally in section 4.3 we test FR with block occlusion. Through 
experiments we chose three kernel functions: linear kernel, polynomial kernel, and gussian 
kernel, of which the kernel parameters were tuned using cross validation. For statistical 
stability, we generate ten different training and test dataset pairs by randomly permuting 10 
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times. We compare the performance of the proposed MKSRC with the state-of-the-art 
classifiers, such as SVM [41], SRC [22], KSRC (Polynomial) [44], KSRC (Gaussian) [44]. 
 
4.1 Comparison methods and configurations 

To verify the performance of the MKSRC method, we selected the following the methods to 
compare. 

1) SVM.  Here, we use the one-versus-all strategy, and select RBF kernel. The radius 
parameter  is tuned to their optimal values through cross validation.  

2) SRC.  SRC is an effective classifier which codes a testing sample as a sparse linear 
combination of all the training samples. In order to obtain the better performance, we 
select the basic pursuit algorithm. The parameter value 0.001 of the SRC is selected by 
cross validation. 

3) KSRC (Polynomial). KSRC makes use of polynomial kernel function to improve the 
classifier performance. Through the experiments without occlusion, the value of kernel 
parameter in FERET face database is set to 2, the value in ORL face database is set to 13, 
while in block occlusion condition both of the values are set to 2. 

4) KSRC (Gaussian). KSRC makes use of Gaussian kernel function to improve the 
classifier performance. Through the experiments without occlusion, both of the values 
in FERET and ORL face database are set to 2, while in block occlusion condition, the 
value of kernel parameter in FERET face database is set to 2, the value in ORL face 
database is set to 3. 

 
4.2 Face recognition without occlusion 

1) The FERET face dataset 

FERET database [49] were used in our experiments including the images marked with 
two-character strings, i.e., “ba,” “bj,” “be,” “bk” “bf,” “bd,” and “bg.” Thus, the entire data set 
include 1400 images of 200 different subjects, with 7 images per subject. All these images 
were aligned according to the center points of the eyes.  The images are of size 80 by 80. Some 
sample images are shown in Fig. 2. The 800 images of 200 subjects were randomly used for 
training, while the remaining 600 of 200 subjects were used for testing. Table 1 and Fig. 3  
show the recognition rate in different algorithms. We can see that MKSRC algorithm retains 
higher performance than SRC and KSRC. In dimension 300, the recognition rate of MKSRC is 
69.32% which is 4.5% higher than SVM. 

 

 
Fig. 2.  Sample images of one person on FERET face database 

 
For the selection of kernel parameters, we find the candidate interval from 1 to 10. For simple 
computing, we find the optimal kernel parameters within these intervals through the single 
kernel experiments. Fig. 4(a) shows the recognition rates of the polynomial kernel versus the 
variation of the parameter d，Fig. 4(b) shows the recognition rates of the gaussian kernel 
versus the variation of the parameter t . From the Fig. 4，both of optimal parameter t  and d  
are 2. 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 8, NO. 4, Apr. 2014                                                1473 

 
Table 1. Accuracy on FERET face database 

 SVM SRC KSRC(Polynomial) KSRC(Gaussian) MKSRC 
Dimensions(d=50)      
Accuracy 57.5% 54.3% 57.3% 56.4% 59.8% 
Parameter   d=2 t=2 d=2 t=2 
Dimensions(d=200)      
Accuracy 59.2% 66% 68.2% 67.1% 70.3% 
Parameter   d=2 t=2 d=2 t=2 
Dimensions(d=300)      
Accuracy 64.8% 65.5% 67.1% 65.6% 69.32% 
Parameter   d=2 t=2 d=2 t=2 
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Fig. 3. The average recognition rates of SVM, SRC, KSRC (Polynomial), KSRC 
(Gaussian) and MKSRC versus the dimensions on FERET face database 
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Fig. 4.  (a) Recognition rates versus the parameter d of polynomial kernel (b) Recognition rates versus the 

parameter t  of Gaussian kernel 
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2) The ORL face dataset  
The ORL face database consists of 400 frontal face images of 40 subjects. They are captured 

under various lighting conditions and cropped and normalized to 112 × 92 pixels. The face 
images were captured under various illumination conditions. We randomly split the database 
into two halves. One half (5 images per person) was used for training, and the other half for 
testing. The images are reduced to 30, 60, 110 dimensions, respectively. Table 2 and Fig. 5 
illustrate the face recognition rates by different methods. We can see that the recognition rates 
increase with the larger dimensions. Our MKSRC algorithm achieves a recognition rate 
between 89% and 97.8%, much better than the other algorithms, especially in dimension 60 
MKSRC gets the best performance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2. Accuracy on ORL face database 

 SVM SRC KSRC(Polynomial) KSRC(Gaussian) MKSRC 
Dimensions(d=30)      
Accuracy 93% 93% 95.5% 95.5% 97.1% 
Parameter   d=13 t=2  
Dimensions(d=60)      
Accuracy 94% 93.5% 96.5% 95.5% 97.8% 
Parameter   d=13 t=2  
Dimensions(d=110)      
Accuracy 94% 94% 96.5% 94% 97.2% 
Parameter   d=13 t=2  

 
     From the experiment without occlusion, we can see the proposed MKSRC method not only 
outperforms the SRC, but also outperforms the KSRC.  Experiments results demonstrate that 
kernel information helps to improve the recognition rate. This is attributed to two reasons: 1) 
face image features in kernel feature space contain more effective discriminant information 
than features in the original feature space, therefore the samples can be easily separated. 2) 
The appropriate kernel combination makes the test sample in the high dimensional feature 
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Fig.  5. The average recognition rates of SVM, SRC, KSRC (Polynomial), 
KSRC (Gaussian) and MKSRC versus the dimensions on ORL face database 
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space reflect its class label information more accurately. In addition, different kernel functions 
conduct different experiments results, so the selection of the kernel functions and their kernel 
parameters is important.  
 
4.3 Face recognition with block occlusion 
 
1) FERET database 
The next experiment is about occlusion for FERET database. We randomly take the four face 

images of each person for training and the rest three face images for testing. We simulate 
various levels of contiguous occlusion, from 10% to 30%, by replacing a randomly located 
square block of each test image with an unrelated image, Again, the location of occlusion are 
randomly chosen for each image and are unknown to the computer. For computer convenience, 
the dimension is reduced to 50. 

From Table 3 we can see that the accuracy rate of all the methods decline with the occlusion 
levels increasing, which indicates that loss of feature affects the face recognition performance. 
But MKSRC achieves better performance than other algorithms. When occlusion is 30%, SRC 
is only 25.5%, while MKSRC is 29.2% which is more than 3.7% improvement than SRC.  

 
2) ORL database with regular shapes occlusion 

The next one is that we test the efficiency of MKSRC to the block occlusion using the ORL 
face dataset. We randomly take the first half for training and the rest for testing. We simulate 
various levels of contiguous occlusion, from 10% to 30%, by replacing a randomly located 
square block of each test image with an unrelated image, Again, the location of occlusion is 
randomly chosen for each image and is unknown to the computer. A test example of ORL with 
30% occluded block is shown as Fig. 6. Here, for computational convenience, the size of 
image is cropped to 32 × 32. The dimensions of the images are reduced to 60. The results of the 
experiments are more exciting. From Table 4 we can see that the accuracy rate of all the 
methods decline with the occlusion levels increasing, which indicates that loss of feature 
affects the face recognition performance. But MKSRC retains good performance of 74.8% 
when the occlusion percentage is 30%. Through above experiments the fact has been verified 
that combination of the multiple kernels can improve the performance of face recognition. 

Table 3.  Accuracy on FERET face database under occlusion  

 SRC KSRC(Polynomial) KSRC(Gaussian) MKSRC 
Occlusion(10%)     
Accuracy 38.2% 41.4% 40.3% 42.1% 
Parameter  d=2 t=2 d=2  t=2 
Occlusion (20%)     
Accuracy 31.3% 34.2% 33.5% 36.6% 
Parameter  d=2 t=2 d=2  t=2 
Occlusion (30%)     
Accuracy 25.5% 27.8% 27.1% 29.2% 
Parameter  d=2 t=2 d=2  t=2 
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3) ORL database with irregular shapes occlusion 
  The next one is more challenge, and we chose the irregular shape occlusion such as conch. 
The location of occlusion is randomly chosen for each image and is unknown to the computer. 
A test example of ORL with irregular shape occluded block is shown as Fig. 7. Here, for 
computational convenience, the size of image is cropped to 32 × 32. The dimensions of the 
images are reduced to 60. From Table 5 we can see that the MKSRC method retains the good 
performance, and accuracy is 5.7% than SRC. This demonstrates that the MKSRC method is 
stable, and suitable in the different occlusion conditions. 

The face exeriments with block occlusion  demostrate the MKSRC method is more robust 
than other methods. We conduct exhaustive experiments not only in two face image database, 
but also in the conditions of regular shape occlusion and irregular shape occlusion. Because 
kernel weights can be adaptive selected, the MKSRC method get more suitable kernel 
combination, as a result achieve the better permance than other methods. With the occlusion 
rate increasing , the performance of the proposed method doesn’t decline significantly. This 
means that the mutiple kernel classifier is not sensitive. 

 

 
Fig. 6.  A test example of ORL face database with 30% occluded block 

Table 4.  Accuracy on ORL face database under occlusion 

 SRC KSRC(Polynomial) KSRC(Gaussian) MKSRC 
Occlusion(10%)     
Accuracy 89% 91% 90.4% 93.3% 
Parameter  d=2 t=3 d=2  t=3 
Occlusion (20%)     
Accuracy 80.5% 83.5% 81% 84% 
Parameter  d=2 t=3 d=2  t=3 
Occlusion (30%)     
Accuracy 71% 73.6% 71% 74.8% 
Parameter  d=2 t=3 d=2  t=3 
     
 

 

 
Fig. 7. A test example of ORL face database with irregular shape occluded block 

Table 5.  Accuracy on ORL face database under irregular shape occlusion 

 SRC KSRC(Polynomial) KSRC(Gaussian) MKSRC 
Accuracy 83.3% 86.7% 85% 89% 
Parameter  d=2 t=3 d=2  t=3 
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5. Conclusion 
This paper proposed a multiple kernel sparse representation based classification. On the 
high-dimensional data such as face images, KSRC algorithm has got better performance than 
SRC, but KSRC algorithm does not make full use of kernel information. MKSR algorithm can 
solve this problem by combining several possible kernels, e.g. gussian kernel, while selecting 
the suitable weights of kernel function. On various face databases MKSRC algorithm achieves 
the best performance. Because kernel parameter is important for the recognition performance, 
we will focus on estimating the kernel parameter in the future. 
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