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1 Introduction

In the machine learning literature many supervised

algorithms have been proposed to perform pattern classifica-

tion tasks. But in many pattern recognition tasks, labels are

often expensive to obtain while a vast amount of unlabeled

data are easily available. And redundant samples are often

included in the training set, thus slowing down the training

process of the classifier without improving classification

results. To solve this problem, active learning [1][2]

techniques are proposed to select the most valuable samples

for manually labeling to train a classifier.

Uncertainty, density, and diversity are three of the most

important criteria in active learning. Uncertain samples are

usually able to improve the current classifier most. The most

popular uncertainty sampling is SVMactive [3] [4] that selects

the sample nearest to the current decision boundary. In

density sampling, samples in dense regions are thought to

be representative and informative. The cluster structure of

unlabeled data is usually exploited to find samples in dense

regions. The main weakness of uncertainty and density sam-

pling is that they are unable to exploit the abundance of

unlabeled data. Thus the diversity criterion was proposed

to select a set of unlabeled samples that are as more diverse

as possible in the feature space, which reduces the redun-

dancy among the samples selected at each iteration.

Recently, some active learning algorithms tried to com-

bine two criteria to find the optimal samples. In [5], Huang

et al. tried to query informative and representative examples

based on the min-max view of active learning [6]. Some

active learning techniques also query a batch of unlabeled

samples at each iteration by considering both uncertainty

and diversity criteria [7] [8]. Shi et al. [9] proposed a batch

mode active learning method for Networked Data with three

criteria (i.e., minimum redundancy, maximum uncertainty,

and maximum impact).

The processing platform for active learning should be

considered as well. Among many others, the distributed

processing systems are gaining many attention and are suit-

able for active learning system that gathers samples from

many distributed locations, and processes them as one vir-

tual entity. Such solution was proposed in [10] where the

system that optimizes the processing task allocation in Peer-

to-Peer based computing architecture was proposed. In [11],

the decentralized approach was shown, also supporting the

multiple data sources (suitable to obtain samples).

Large numbers of active learning algorithms are based on

SVM and regression classifier. But there is little work about

active learning using random forest classifier. According to

the information we have, DeBarr et al. have made an explo-

ration in random forest active learning [12]. In this paper,

we proposed a novel active learning algorithm based on

random forest that selects samples with large uncertainty,

density, and diversity for manual labeling. For each unla-

beled samples, we use the difference between the most votes

and second most votes from the random forest classifier to

measure its uncertainty. The average distance between the

sample and its k-nearest unlabeled neighbors is used to

measure the density while the distance between the sample

and its nearest labeled neighbor is used to measure the

diversity.

The rest of this paper is organized as follows. Section

2 describes the proposed active learning based on random
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forest. The experimental settings and results on several data

sets are presented in Section 3. Finally, Section 4 discusses

the conclusion of this work.

2 Active Learning based
on Random Forest

2.1 Random Forest and Active Learning

Random forest is an ensemble classifier that is composed of

many decision trees. It was first proposed to solve the classifi-

cation problem [13]. For a new testing sample, each tree gives a

prediction. So the testing sample receives a vote on that predic-

tion class. The prediction label of the sample is the class with

the most votes. In recent years, there have been a lot of

applications [14] [15] [16] in computer vision, which employ

random forest as classifier. Although it has beenwidely applied,

there is little work apply random forest in active learning.

According to what we know, DeBarr et al. have made an

exploration in random forest based active learning [12]. They

queried the sample whose probability assigned by the random

forest model is closet to 0. 5. The probability of an instance is

computed as the proportion of decision trees assigning

the instance label. Similar to Tong’s SVM active learning, it

just selects the most uncertain sample for manual labeling.

A general active learning procedure is as follows:

step 1. Randomly select several samples to construct an

initial training set ℒ to train a classifier.

step 2. According some criteria, select a set of samples from

unlabeled pool U for manual labeling.

step 3. Selected samples are added to ℒ and the classifier is

retrained by updated training set.

step 4. Repeat 2 and 3 until a stop criterion is satisfied.

The key problem in active learning is how to select a set

of samples or a sample from unlabeled pool U in Step 2.

In this paper, a novel active learning algorithm is proposed

to select samples with maximum uncertainty, density, and

diversity to improve the classifier.

2.2 The Proposed Approach

Given a dataset by D ¼ fx1, x2, :::, xnþmg, where xi is a

sample of d dimension vector. The labeled data is ℒ ¼ fx1,

x2, :::, xng while the unlabeled data is

U ¼ fxnþ1, xnþ2, :::, xnþmg, soD ¼ ℒ [ U. The label of sam-

ple xi is yi ∈ { 1, 2, . . . , c}, i ¼ 1, . . . , n.

In the following, we will introduce how to select samples

with maximum uncertainty, density, and diversity.

Uncertainty stepAmodel can be trained with random forest

based on labeled dataℒ. Perform classification on unlabeled

data U, the vote of each sample assigned to each class can be

obtained. We useV ¼ fvij j i ¼ nþ 1, :::, nþ m, j ¼ 1, :::, cg

to denote the votes of all unlabeled samples assigned to each

class. vij denotes the vote of the unlabeled data xi ∈ U
assigned to class j ∈ {1, 2, . . . , c}.

In prediction, random forest assigns each sample to the

class that gets the maximum vote. The maximum vote of

sample xi is defined as vi, so

vi ¼ max
j¼1, :::, c

vij
 !

ð1Þ

In traditional active learning based on random forest,

among all unlabeled samples, the one with the minimum vi
[12] is selected for manual labeling. In their opinion, the

smaller vi is, the more uncertain the classification result is.

Here we propose a new method to measure the uncer-

tainty of samples. As Figure 1 shows, the sample in left

figure is denoted as s1 while the sample in right figure is

denoted as s2. It can be seen that s1 got the maximum vote

less than 300 while s2 got the maximum vote more than 300.

Traditional random forest active learning will select s1 since

its maximum vote is smaller than that of s2. However, the

maximum vote of s1 is much larger than the votes of any

other class. On the contrary, the maximum vote of s2 is just

slightly larger than the vote of class 4. Thus we suppose s2 is

more uncertain than s1 since the label of s2 is more

ambiguous.

In view of the above reason, the difference between the

maximum vote and the second maximum vote can be used to

measure samples’ uncertainty. Smaller difference means

more uncertainty of a sample.

If sample xi get the maximum vote on class p and second

maximum vote on class q, namely

p ¼ arg max
j¼1, ..., c

vij
 !

q ¼ arg max
j¼1, :::, c, j 6¼p

vij
 !

The difference between the maximum vote and the sec-

ond maximum vote is

unci ¼ vip , viq ð2Þ

unci is able to measure uncertainty of sample xi.

Density stepMany active learning algorithms select samples

that are most representative to unlabeled data. These

approaches aim to exploit the cluster structure of unlabeled

data, usually by a clustering method. Instead, we propose a

novel idea to select representative samples. As we know,

samples in dense regions are usually thought to be represen-

tative. In other words, a representative point is usually near to
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its neighbors. On the contrary, a point far from its neighbors

is usually not representative or an outlier. Thus we use the

average distance from a sample to its k-nearest neighbors to

measure the representativeness of the sample.

For any xi ∈ U, define its k nearest neighbors from U as

xij , j ¼ 1, :::, k, xij ∈ U. The average distance from xi and its

k nearest neighbors can be computed:

deni ¼
1

k

X

k

j¼1

xi " xij
!

!

!

!

2
ð3Þ

We use deni to measure the density of sample xi.

Diversity step Some active learning algorithms select

samples that are similar with labeled samples. So it will

not improve the classifier obviously. In our proposed

approach, the distance between the sample and its nearest

labeled neighbor is used to measure the similarity between

the sample and labeled samples. If the sample is far from its

nearest labeled neighbor, it is dissimilar with other labeled

samples. On the contrary, if it is close to the nearest labeled

sample, there is at least one sample that is similar with it in

the labeled set. Therefore, we select the sample that is far

from its nearest labeled neighbor for manual labeling.

For any xi ∈ U, compute the distance between xi and its

nearest labeled neighbor:

divi ¼ min
j¼1, 2, :::, n

xi " xj
!

!

!

!

2
ð4Þ

xi ∈ U, xj ∈ ℒ

Large divi indicates that sample xi has little similarity with

labeled samples.

Selection Function In this section, we want to select an

uncertain, representative, and diverse sample that is

measured by unci, deni, and divi. To combine these three

criteria together, unci, deni, and divi ði ¼ nþ 1, :::, nþ mÞ

are normalized to [0, 1], respectively. For any vector

p ¼ [p1, . . . , pn], the normalization operation is as follow:

p
0

i ¼
pi " min

max" min
ð5Þ

where max ¼ max pj
" #

j¼1, ..., n
and min ¼ max pj

" #

j¼1, ..., n
.

The query criteria of proposed active learning can be

described as:

s ¼ argmin
i¼nþ1, ..., nþm

unci þ deni " divif g ð6Þ

As above analysis, proposed algorithm would select the

sample xs that has large uncertainty, density, and diversity.

The proposed active learning approach is summarized in

Table 1.

3 Experiments

To demonstrate the effectiveness of our proposed algorithm,

we compare it with other three active learning methods:

– Random Sampling method, which randomly select

samples from the unlabeled data.

– Random Forest active learning (RFAL), proposed by

DeBarr[12] which select samples with min-max votes.

– Support Vector Machine active learning (SVMAL)

[4], which selects the point closest to the current decision

boundary.
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Fig. 1. Votes of two samples: X-axis indicate the class label while Y-axis indicate the vote of each class.
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– Proposed algorithm, which query samples with maxi-

mum uncertainty, density, and diversity based on random

forest. Random forest tool is available here[17].

The analysis of outdoor terrain images for navigating a

mobile robot is very challenging. In experiments, above four

active learning algorithms are performed on two terrain

image data sets.

3.1 Outex Data Sets

Outex data [18] contains two data set: Outex0 and Outex1.

Both of them include 20 outdoor scene images and the

images’ size is 2272  1704. The labeled area of each

image is cut into patches of size 64  64. The patches

contain 6 terrain classes defined as bush, grass, tree, sky,

road, and building with considerable changes of illumina-

tion. Two sample patches of each class are shown in

Figure 2. Each terrain patch is represented by a 64  64

dimensional vector in image space. It is difficult to classify

these terrains directly in image space. We extract color

histogram feature [19] and texture feature using rotation-

invariant operators LBPriu2
8,1þ16,3 [20] [21]. Both of these

features were proved to be effective in performing outdoor

scene classification tasks.

For each class, 50 patches are randomly selected to con-

struct a training set while 50 patches are randomly selected

for testing. Then 10 patches in training set are randomly

selected to construct an initial labeled set ℒ and the rest in

training set construct unlabeled set U. At each iteration, we

Table 1 The proposed active learning approach

Fig. 2. Patch examples of Outex: bush, grass, tree, sky, road, and building
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query 10 samples from U for manual labeling and add

them to ℒ. The max number of iteration is fixed at 10.

The experiment is repeated for 20 times and the average

classification accuracy is shown in Figure 3.

From Figure 3, we can see that our proposed algorithm

outperforms other methods. SVM active learning performs

the worst nearly all the case since it is not developed for

multi-class active learning. Traditional random forest active

learning is worse then proposed method because it just

selects uncertain sample while ignore the sample’s density

and diversity.

3.2 Hand-Labeled DARPA LAGR Datasets

Hand-Labeled DARPA LAGR Data sets [19] contain 3

scenes with different lighting condition. Each data set

consists of 100-frame, hand-labeled image sequence. Each

image was manually labeled, with each pixel being placed

into one of three classes: OBSTACLE, GROUNDPLANE,

or UNKNOWN. Feature extraction method is fixed as color

histogram [22]. To create a color histogram, color intensities

in each of the three color channels(R, G, and B) in the

neighborhood of the reference pixel are binned. The number

of bins is fixed at 5 and the window size is fixed at 16 ! 16.

Using three color channels and 5 bins per channel results in a

feature image with feature depth of 15 values(3 channels! 5

bins per channel).

Active learning methods are performed on one of the data

sets, DS2A. 5 points of each class in each frame are ran-

domly selected to construct a training set. So the training set

consists of 1000 samples. In the same way, a testing set can

be constructed. Firstly, 10 points from training set were

randomly selected for manual labeling to construct an initial

labeled set ℒ and the rest in the training set construct an

unlabeled set U. At each iteration, we query 5 samples from

U for manual labeling and add them to labeled set ℒ. The

max number of iteration is fixed at 10. The experiment is

repeated for 20 times and the average classification accuracy

is shown in Figure 4.

As can be seen from Figure 4, our proposed active

learning algorithm performs the best. SVM active learning

and random forest active learning perform worse since they

just query the most uncertain sample but ignore the samples’

density and diversity. Random sampling performs worst

because it selects samples without any criteria.
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Fig. 3. Classification accuracy on Outex-0, Outex-1
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Fig. 4. Classification accuracy on DS2A
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4 Conclusion

In this paper, we propose a novel active learning technique

for solving multiclass classification problem with random

forest classifier. The proposed technique combines samples’

uncertainty, density, and diversity information and selects

the most valuable one. The results of experiment indicate the

proposed method outperforms other methods.

There are several advantages of the proposed algorithm:

– The proposed active learning algorithm can also initialize

the labeled set ℒ. The selection function is:

s ¼ argmin
i¼nþ1, :::, nþm

unci þ deni " divif g ð7Þ

if we set unci ¼ 0 and divi ¼ 0, we can decide which

sample should be firstly labeled. Then the labeled set can

be constructed according to selection function.

– It can be expanded to other classifiers through altering the

first criterion that measures uncertainty of samples.

– There are no other parameters except two parameters in

random forest classifier.

– It is independent with samples’ label so it can be used for

multi-class active learning.

Moreover, there are several interesting directions for

extending present work. In this paper, we choose euclidean

distance to measure the similarity of two samples, how about

mahalanobis distance or consine distance? And how to mea-

sure the uncertainty, density, and diversity of samples more

effectively. Last but not the least, how to combine different

criteria together is an extremely difficult and significant

problem.
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